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Abstract: This paper examined the application of Markov {Dhia marketing three competitive
networks that provides the same services. Markalyais has been used in the last few years
mainly as marketing, examining and predicting te@dviour of customers in terms of their brand
loyalty and their switching from one brand to armthThe three networks are Airtel, MTN and
Globacom are used as a case study. With the ajgit problem, we examine and answer the
question on the proportion of the subscribers thath network have at the end of each month
when we assumed the same pattern of gains andslodée observed that, Airtel has the largest
proportion of retaining their subscriber followed IMTN and Globacom in that order. Finally,
mean recurrence for each network were also detexchin
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1.0 Introduction

A Markov- chain is defined as a Markov - procesthwvai discrete state space and a discrete set ef tim
parameter. We also defined the Markov - propertthas which possessed by a process whose future
probability behaviour is uniquely determined solelythe present state of the system. Thati5,)(is
Markov iff

I:){Xn+1 = xx+1|XO:xO;XlzxL........,Xn:xn} rerone wen e (1)
which gives

FXn+ 1=Xn+1 |Xn:xn}-

As a management tool, Markov analysis has been indedt few years mainly as a marketing and for
examining and predicting the behaviour of custonireterms of their brand loyalty and their switofin
from one brand to another. Application of Markovabsis would not be fully completed in
management without an extensive mathematical backgk.

Other areas in which the application of Markov g8l has produced significant contributions are in
accounting by which Markov analysis can be appltethe behaviour of accounts receivable such as ,
credit customers of a company could be dividedtatily into three groups namely , customers who
pay promptly, customers who pay only after consitler collection action and customers whose
balances are written off as losses.

Based on the past behaviour of the customers im efihese three groups, one can easily estathlesh t
transition probabilities from each group to eacheotgroup. Efforts have been made by various
researchers in the past to study the behavioutooksnarket prices using Markov chain model, while
a few of them hold the beliefs that contain priemtls and pattern exist to enable the investorakem
better predictions of the expected values of fustoek market price changes, the majority conclude
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that past price data alone cannot form the basigrilicting the expected values of price movenrent
the stock market . Some researchers have usedntitel in different context incorporating new
methods for applying model (Kalbfleisch and Law]e4985; Kay, 1986; Lu and Stitt, 1994;
Gentleman et al, 1994; Satten and Longini, 19961 N homogeneous Markov models in the analysis
of survival after breast cancer was carried ouRbjael Perez- Ocon et al (2001). The results ef th
applications of Markovian properties in the temperforests showed that short- term changes in
species composition could be predicted with goaicxy.

Osho(1990) described the application of a contisubime Markov chain to secondary succession in a
Nigeria Tropical moist forest as a pure birth arehtth process. The result obtained under the
continuous time indicated that the under- stored middle species were leaving the time population a
an exponential rate while the top canopy specieeased exponentially.

Uche(1982) discusses the development of stochamstéelling of the educational process. It therefore
concerns itself with quantitative educational piagnusing the stochastic model in modelling many
aspects or level of education. In usin the Markioaic models , one need to be aware of the limitatio
of the assumptions as well as the various sourcesar. These sources have been classified aad lat
grouped into three major classes. The three cieatdn of errors are the random error, estimation
errors and specification errors.

Finally, this paper we examine and gives the prigorof subscribers of each network at the end of
each month of operation and on the long-run(mequilibrium) among others

20 M ethods of Analysis And Concepts

2.1 Transition probability. The probability of jump from one state x to anotbtate y is called a
transition probability from state x to state y diegwbby P(X,y).

2.2 Transition probability matrix. Let B; be the transition probabilities of the given Marko
chain. The elements are written in matrix form as

P11 0 Pin
P=< H H ) .............................................. (2)
Pm1 " Pmn

This matrix is called a transition matrix of the Mav chain. Equation (2) satisfies the following
properties.

0] all the elements of the transition matrix P arebpiulities and hence

Piz0and & P; <1 ,i=123,.... ,handj=1.223,....,m

(i) the sum of all probabilities in any given rasvunity.i.ey™ P;; = 1

2.3 Stationary Markov Process. A Markov chain is said o be stationary if thensiion probabilities
are independent of time t. It depends only on tiveenit stateéZ; and the previous stafs i.e

P(X¢41 = Eg|E-E,) = Prs.

In this study, we are concerned with the patrondeeisions of subscribers; it involves how many
subscribers are subscribing from each networksasgichassumption is that subscribers do not shift
their patronage from network to network at randorstead , we assume that the choices of networks to
subscribe from in the future reflect choices madthe past.
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A first-order Markov process is based on the as$iampthat the probability of the next event (
subscribers’ choices of networks next month ,is ttase) depends upon the outcomes of the last event
( subscribers’ choice this month) and not at alhog earlier choices.

A second-order Markov process assumes that subsafimices next month may depend upon their
choices during the immediate past 2 months.

In turn, a third-order process is based upon tearaption that subscribers behaviours is best pietlic
by observing and taking account of their behaviduring the past 3 months. Some interest in the
theory of Markov chain includes the determinatidnttte probability distribution for each random
variable Xn and also in the limiting distributiof Xn as r~ o ( asymptotic property) given the initial
probabilities and the transition probabilities.

Practical illustration of markov analysisin marketing strategy with numerical examples.

On January 1, of the subscribers in Ibadan thael&imszl , the MTN hasi— , and Globacom haftls.
During the month of January, the Airtel retaigHSJf its subscribers and Ioss;esf them to MTN. The
MTN retains% of its subscribers and Ioss%sof them to Airtel. The Globacom retaiésof its

subscribers and Iosseisof them to Airtel and6l of them to MTN. Assuming there are no new

subscribers and that none of the subscribers ghicsibing. We want to determine (i) the proportion
of the subscribers that each network have on Feprua(ii). the proportion of subscribers that each
network have on March 1, assuming the same patfegains and losses continuous for February and
(iii) the proportion of subscribers will each netkdave in the long-run ( i. e, in equilibrium )?.

Here, we let 1 represent AIRTEL , 2 represent MTidl & represent GLOBACOM. So that , the
probability transition matrix P is given by

[ X o]
13 5
PT = g| .............................................. ()
11
2 6 3

For (i) we obtain P= G %

I
N——

I ————]

NIR S Jwool

[V e
[ —

IR |roIr

2 11
€33
Interpretations of the above matrix:

Row 1 x Column 1 :

Airtel's propensity to retain its subscribers x taifs share of subscriber is
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And

Airtel's propensity to attract Globacom’s sharesabscriber is

Row 1 Column 2 :

MTN'’s propensity to attract Airtel's subscriber®\ictel’s share of subscriber is

Row 1 x Column 3 :

Globacom'’s propensity to attract Airtel’s subscrie Airtel's share of subscriber is
=0x= 0
2

Globacom'’s propensity to attract MTN’s subscribetd TN'’s share of subscriber is

1 _ 1
=- = —
6 24

And
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Thus, on February 1, of the subscribing the Aithlas43 , the MTN has;— and the Globacom ha;csof
subscribers.

(i) The probable subscriber share on March 1 carcdmputed by squaring the matrix of transition
probabilities and multiplying the squared matrixdanuary 1 subscriber shares.

That is ,
7 1 2
i
(L L y;3 1+ 1
P_(z 4 4) {4 12 6|
111
2 6 3
(B 1 1
_(16816)
OR

Multiply the matrix of transition probabilities byhe subscribers shares on February 1. TRatP

~~

Sl w

[N

@ |-

—
[
NlRr&MwWwooIN
O\IHSI»—:OOI'—'
Wliralr O
—

(B8 1 1

_(16 8 16)
Thus, on March 1 of the subscribing the Airtel r(alé) , the MTN has(l) and Globacom ha€i)
16 8 16

of subscribers.

In general, this approach can be used to obtaisubscribers shares for day 1 of any months. Hat i
7

71 0]
8 8
F",=(l : 3) 3L wheren=1,2,3 e, 6)
2 4 4 |4 12 6|
11 lJ
2 6 3

(iii) Equilibrium conditions: It is quite reasona&bto assume that a state of equilibrium might be
reached in the future regarding subscribers sharbat is, the exchange of subscribers under
equilibrium would be such as to continue-to-frelke three network shares which obtained at the
moment of equilibrium was reached. This equilibrigem result only if no network takes action that
alters the matrix of transition probabilities. Henthe probability of the long- run subscribing|vei

uP = u In matrix notation ,i . e.

7

8

o

1
|
(W Uz uz) { | = (U1 Uz UI) i, (6)

mln—kzln—kmh—\
Wik o|r

By expanding equation (6) above, we then havestesyof linear equations
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7 3 1
—u U, +-u; = u

g 1 472 73 !

1 1 1

U +t—u, +-u; = u

g 1 1272 73 2

1 1

U, +=Uz = U

g U2 o Uz 3

And that , U tu, + u; = 1

By solving the system of linear equations abovethea have ,

1
and u, =5

aSl=

u1=§ y Uy—
33

Conclusion:

It can be concluded that, in the long-run of thessuibers the Airtel will havez—i , the MTN will have:—3 and

the Globacom will havgz— . Hence, the mean of recurrence for each netvimriirtel :E =1.179 months

MTN =2 = 8. 25 months

4

Globacom =313 = 33 months.

This analysis shows that among the three netwdhiesmean recurrence of Globacom is higher followsgd
MTN and Airtel in that order.
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