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ABSTRACT: The main aim of this paper is to  use  Gelfand- Tsetlin bases 

to show that the set of longitudinal psudo differential operators of order 

zero 𝜓ℱ𝑖

0  or higher  on 𝐾 −homogenuose vector bundles 𝐸, 𝐸∗ is the subset 

of simultaneous multiplier category 𝒜 = ⋂ 𝒜𝑠𝑠⊆∑ , for 𝐶∗-categories 𝒜𝑠 

and 𝒦𝑠 operators between 𝐾 − spaces, with simple roots ∝1, ∝2 of Lie 

group 𝑆𝐿(3; ℂ) by using the Lie algebra 𝑠𝑙(3; ℂ) weight; 𝑠 ⊆ ∑ =
{∝1, ∝2}. 

KEYWORDS: Gelfand-Tsetlin pattern; harmonic analysis on flag 
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INTRODUCTION 

In this paper we show that the set of longitudinal psudodifferential 

operators of order zero on 𝐾 −homogenuose vector bundles over flag 

variety 𝕏 is the subset of simultaneous multiplier category, this matter 

requires some lengthy computations in noncommutative harmonic 

analysis. The important progress connected with the idea of the harmonic 

𝐶∗-categories and with Bernstein- Gelfand-Gelfand complex and 

Kasparov theory for the action of the group 𝑆𝐿(3; ℂ) [1].  As in [22], they 

key computation will be made using Gelfand-Tsetline bases (GT), it is 

possible to relate each (GT) pattern of integers array with a vector in the 

irreducible representation with highest weight. These vectors form an 
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orthogonal basis for this representation. and our work depends on the 

expository paper [17] together with some remarks of [22]. We specialize 

the case of 𝑠𝑙(3; ℂ). Furthermore, in [22] another construction of regarding 

harmonic analysis on flag manifolds for 𝑆𝐿(𝑛; ℂ). We are particularly 

interested in 𝑛 = 3 here. For the definition and basic properties of 

longitudinal psudodifferential operators, we refer the reader to [18]. For 

𝑆𝐿(3; ℂ) = 𝐺, the simple roots ∝𝑖 (𝑖 = 1,2) there aer 𝐺-equivariant 

fibrations 𝕏 → 𝕏𝑖 where 𝕏𝑖 is the Grassmannians of lines and planes in 

the complex Bernstein, Gelfand and Gelfand made a homological complex 

by assembling interwiners between Verma modules, [6] for details. The 

𝐶∗- algebra 𝕂∝𝑖
 of operators on the 𝐿2-section space of any homogenous 

line bundle over flag variety 𝕏 associated to each of these fibration. The 

fiberation is tangent to the longitudinal psudodiferential operators.the 

intersection of 𝐶∗- algebra 𝕂∝𝑖
 of compact operators is the important 

property. For more information, see [1] 

Notations and Preliminaries  

 First we introduce some notation. let 𝐾 = 𝑆𝑈(3) be the maximal compact 

subgroup of  Lie group 𝑆𝐿(3; ℂ). we denote the set of longitudinal 

psudodifferential operators of order at most 𝑃 by 𝜓ℱ𝑖

𝑝
.  and 𝒜 is the 

simultaneous multiplier category of 𝐶∗-algebra 𝒦∝𝑖
 (𝑖 = 1,2) of operators 

on the 𝐿2- section space of any homogenous vector bundles over 𝒳 [1]. 

We are only interested in 𝑃 = 0 and  for 𝑖 ≠ 𝑗 we will answer the question 

that:      𝜓ℱ𝑖

0 (𝐸, 𝐸∗) ⊂ 𝒜𝑗  

Let 𝑛: [
𝑡1 0 0
0 𝑡2 0
0 0 𝑡3

]  →  ∑  𝑛𝑖  𝑡𝑖𝑖  be a map , weights for 𝑔𝑙(3, ℂ) 

match the 𝑛 = (𝑛1, 𝑛2, 𝑛3) via the pervious map. The triples  𝑛1 ≥
𝑛2 ≥ 𝑛3 correspond the dominant weights. We have a triangular 

array of integers with conditions: 

𝜇(𝑘+1,𝑗) ≥ 𝜇(𝑘,𝑗) and 𝜇(𝑘,𝑗) ≥ 𝜇(𝑘+1,𝑗+1)                                                           

(1) 
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    which is the Gelfand-Tsetline pattern (or GT-pattern): 

Λ = (

𝜇3,1     𝜇3,2     𝜇3,3

𝜇2,1       𝜇2,2

𝜇1,1 
). 

There are vectors 𝜉Λ form an orthogonal basis for the irreducible 

representation 𝜋nwith highest weight n= (𝜇31, 𝜇32, 𝜇33), such that 

to each GT-pattern there is associated a vector 𝜉Λ in 𝜋n.  𝜉Λ is a 

weight vector, with weight (𝑠1 − 𝑠0, 𝑠1 − 𝑠2, 𝑠3 − 𝑠2). And the sum 

of the entries of the kth row is 𝑠k = ∑ 𝜇𝑘,𝑗
𝑘
𝑗=1 ; we obtain the GT-

pattern 𝑙𝑘,𝑗 = 𝜇𝑘,𝑗 − 𝑗 + 1; and Λ ∓ δ𝑘,𝑗 from Λ by adding ∓1 to 

the (𝑘, 𝑗)-entry. 

𝜋(𝑋1)𝜉Λ = −(𝑙11 − 𝑙21)(𝑙11 − 𝑙22) 𝜉Λ+δ11, 

We switch  the longest element 𝜔𝜌 ∈ 𝑊 to the element 

 𝜔𝜌 = [
0 0 −1
0 −1 0

−1 0 0
] ∈ 𝐾                                                                         (2) 

Conjugation by 𝜔𝜌 interchanges the subgroups 𝐾1 and 𝐾2.   We define 

vectors form as an alternative orthogonal basis for 𝜋𝑚 with related 

pro3perties 𝜂Λ  = 𝜋𝑚(𝜔𝜌)𝜉Λ. 

Harmonic analysis for longitudinal psudodifferntial operators 

Let 𝑚 = (𝑚, 0, −𝑚) be  the 𝜋𝑚 representation with highest weight such 

that 𝑚 ∈ ℕ. 
The Gelfand-Tsetlin vectors spans the 0-weight space of 𝑉(𝑚,0−𝑚) 

𝜉𝑚,𝑗 = 𝜉Λ , with Λ = [
𝑚     0   − 𝑚

𝑗      − 𝑗
0

], for 𝑗 = 0, … , 𝑚.   The vectors span 

the (0, −1,1)-weight space   

𝜉′
𝑚,𝑗

= 𝜉Λ,  for Λ = [
𝑚        0     − 𝑚
   (𝑗 − 1)    − 𝑗

0
], 𝑗 = 1, … , 𝑚.   Via the The 

Gelfand-Tsetlin formulas that mentioned above 
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 𝜋𝑚(𝑋2
∗)𝜉𝑚,𝑗 =

𝑗

2𝑗+1
𝜉′

𝑚,𝑗
+

𝑗+1

2𝑗+1
𝜉′

𝑚,𝑗+1
                                                    (3)  

 

𝜋𝑚 = (𝑋2)𝜉′
𝑚,𝑗

=
1

2
((𝑚 + 1)2 − 𝑗2)𝜉𝑚,𝑗−1 +

1

2
((𝑚 + 1)2 − 𝑗2)𝜉𝑚,𝑗      

(4) 

 

𝜋𝑚 = (𝑋2)𝜋𝑚(𝑋2
∗)𝜉𝑚,𝑗 =

𝑗

2(2𝑗+1)
((𝑚 + 1)2 − 𝑗2)𝜉𝑚,𝑗−1 +

1

2
((𝑚 +

1)2 − (𝑗2 + 𝑗 + 1))𝜉𝑚,𝑗 +
𝑗+1

2(2𝑗+1)
((𝑚 + 1)2 − (𝑗 + 1)2𝜉𝑚,𝑗+1                           

(5) 

𝜋𝑚(𝑋1
∗)𝜋𝑚(𝑋1)𝜉𝑚,𝑗 = 𝑗(𝑗 + 1)𝜉𝑚,𝑗                                                             (6)                                                           

The vectors norms are  

‖𝜉𝑚,𝑗‖
2

=
1

2𝑗+1
𝑚!2 (2𝑚 + 1)!                                                                     (7)                                                                       

‖𝜉′
𝑚,𝑗

‖
2

=
1

2𝑗
((𝑚 + 1)2 − 𝑗2)𝑚!2 (2𝑚 + 1)!                                           (8) 

We define vectors 

 𝜂𝑚,𝑗 = 𝜋𝑚(𝜔𝜌) 𝜉𝑚,𝑗     (0 ≤ 𝑗 ≤ 𝑚),        𝜂′
𝑚,𝑗

= 𝜋𝑚(𝜔𝜌) 𝜉′
𝑚,𝑗

   (1 ≤

𝑗 ≤ 𝑚). 

with weights  

𝜔𝜌. 0 = 0 has norm ‖𝜂𝑚,𝑗‖ = ‖𝜉𝑚,𝑗‖ and 

 𝜔𝜌. (0, −1,1) = (1, −1,0) = 𝛼1 has norm ‖𝜂′
𝑚,𝑗

‖ = ‖𝜉′
𝑚,𝑗

‖. 

“Eq. (3)” and “Eq. (6)” yield   

𝜋𝑚(𝑋1
∗)𝜂′

𝑚,𝑗
=  

1

2
((𝑚 + 1)2 − 𝑗2)𝜂𝑚,𝑗−1 +

1

2
((𝑚 + 1)2 − 𝑗2)𝜂𝑗                   

(9) 

𝜋𝑚(𝑋1
∗)𝜋𝑚(𝑋1)𝜂𝑚,𝑗

=
1

1(2𝑗 + 1)
((𝑚 + 1)2 − 𝑗2)𝜂𝑚,𝑗−1

+
1

2
((𝑚 + 1)2 − (𝑗2 + 𝑗 + 1))𝜂𝑚,𝑗

+
𝑗 + 1

2(2𝑗 + 1)
((𝑚 + 1)2 − (𝑗 + 1)2)𝜂𝑚,𝑗+1

                    (10) 
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We define   

                           𝑎𝑚,𝑗,𝑘 =
(−1)𝑗 𝜔𝑚̅̅ ̅̅ ̅

𝑚!2(2𝑚+1)!
⟨𝜉𝑚,𝑗 ,𝜂𝑚,𝑘⟩.                                       (11) 

If 0 ≤ 𝑗, 𝑘 ≤ 𝑚 does not hold we write 𝑎𝑚,𝑗,𝑘 = 0. 

 

Lemma 3.1 [1]   for any 𝑚 ∈ ℕ, 𝜂𝑚,0  = 𝜔𝑚 ∑ (−1)𝑗  
2𝑗+1

𝑚+1
𝜉𝑚,𝑗

𝑚
𝑗=0  ,  

|𝜔𝑚| = 1, where 𝜔𝑚 ∈ ℂ is some phase factor. 

 Lemma 3.2    for 0 ≤ 𝑗, 𝑘 ≤ 𝑚, we have the recurrence relation in 𝑘 with 

initial condition 𝑎𝑚,𝑗,0 =
1

(𝑚+1)
. 

𝑘((𝑚 + 1)2 − 𝑘2)𝑎𝑚,𝑗,𝑘−1
+ (2𝑘 + 1)((𝑚 + 1)2 − (𝑘2 + 𝑘 + 1) −

2𝑗(𝑗 + 1))
𝑎𝑚,𝑗,𝑘

+ (𝑘 + 1)((𝑚 + 1)2 − (𝑘 + 1)2)𝑎𝑚,𝑗,𝑘+1
= 0                (12) 

Proof   we should apply “Eq. (6)” and “Eq. (10)” 

to the equality 

⟨𝜋𝑚(𝑋1
∗)𝜋𝑚(𝑋1)𝜉𝑚,𝑗,𝜂𝑚,𝑘  ⟩ = ⟨𝜉𝑚,𝑗,𝜋𝑚

   (𝑋1
∗)𝜋𝑚(𝑋1)𝜂𝑚,𝑘  ⟩ 

Give us  

𝑗(𝑗 + 1)⟨𝜉𝑚,𝑗 , 𝜂𝑚,𝑘  ⟩ =
𝑘

2(2𝑘 + 1)
((𝑚 + 1)2 − 𝑘2)⟨𝜉𝑚,𝑗 , 𝜂𝑚,𝑘−1  ⟩ + 

1

2
((𝑚 + 1)2 − (𝑘2 + 𝑘 + 1))⟨𝜉𝑚,𝑗 , 𝜂𝑚,𝑘  ⟩ + 

𝑘 + 1

2(2𝑘 + 1)
((𝑚 + 1)2 − (𝑘 + 1)2)⟨𝜉𝑚,𝑗 , 𝜂𝑚,𝑘+1  ⟩, 

Which reduces to (12). Lemma (3.1) gives 

𝑎𝑚,𝑗,0 = (−1)𝑗 2𝑗+1

𝑚+1
 

1

𝑚!2(2𝑚+1)!
‖𝜉𝑚,𝑗‖

2
=

(−1)𝑗

(𝑚+1)
. 

corollary 3.3       for 0 ≤ 𝑚 − 2 ∈, 𝑚−∈≤ 𝑚, (𝑚 − 2 ∈) < (𝑚−∈),  we 

have the recurrence relation in 𝑚−∈ with respect to the initial condition 

𝑎𝑚,𝑚−2𝜖,0 =
1

(𝑚+1)
, 

(𝑚−∈)((𝑚 + 1)2 − (𝑚−∈)2)𝑎𝑚,𝑚−2𝜖,𝑚−𝜖−1 + 
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(2(𝑚−∈) + 1)((𝑚 + 1)2 − ((𝑚−∈)2 + 𝑚−∈ +1) − 2(𝑚 − 2𝜖)(𝑚 −

2𝜖 + 1))
𝑎𝑚,𝑚−2𝜖,𝑚−𝜖

+ (𝑚−∈ +1)((𝑚 + 1)2 − (𝑚−∈

+1)2
𝑎𝑚,𝑚−2𝜖,𝑚−𝜖+1

= 0    (13) 

Proof   from “Eq. (6)” and “Eq. (10)”  we obtain  

⟨𝜋𝑚(𝑋1
∗)𝜋𝑚(𝑋1)𝜉𝑚,𝑚−2∈,𝜂𝑚,𝑚−∈  ⟩ =

⟨𝜉𝑚,𝑚−2∈,𝜋𝑚
   (𝑋1

∗)𝜋𝑚(𝑋1)𝜂𝑚,𝑚−∈  ⟩ 

 (𝑚 − 2 ∈)(𝑚 − 2 ∈ +1)⟨𝜉𝑚,𝑚−2∈ , 𝜂𝑚,𝑚−∈  ⟩

=
𝑚−∈

2(2(𝑚−∈) + 1)
((𝑚 + 1)2

− (𝑚−∈)2)⟨𝜉𝑚,𝑚−2∈ , 𝜂𝑚,𝑚−∈−1  ⟩ + 

1

2
((𝑚 + 1)2 − ((𝑚−∈)2 + 𝑚−∈ +1))⟨𝜉𝑚,𝑚−2∈ , 𝜂𝑚,𝑚−∈  ⟩ + 

𝑚−∈ +1

2(2(𝑚−∈) + 1)
((𝑚 + 1)2 − (𝑚−∈ +1)2)⟨𝜉𝑚,𝑚−2∈ , 𝜂𝑚,𝑚−∈+1  ⟩, 

Which reduces to “Eq. (12)”.  lemma (3.1) gives 

𝑎𝑚,𝑚−2∈,0 = (−1)(𝑚−2∈) 2(𝑚−2∈)+1

𝑚+1
 

1

𝑚!2(2𝑚+1)!
‖𝜉𝑚,𝑚−2∈‖

2
=

(−1)(𝑚−2∈)

(𝑚+1)
. 

 

For 𝑗 > 0, 𝑎𝑛𝑑 (𝑝ℎ𝑋1)𝜉𝑚,𝑗 = 0, we obtain the next equation from “Eq. 

(6)” (𝑝ℎ𝑋1)𝜉𝑚,𝑗 = 𝑋1. (𝑋1
∗𝑋1)−

1

2 𝜉𝑚,𝑗 =
1

√𝑗(𝑗+1)
𝑋1𝜉𝑚,𝑗                                     

(14) 

We suppose that 𝑦𝑚,𝑗 and 𝑦′
𝑚,𝑗

 are the corresponding orthonormal bases, 

𝑦𝑚,𝑗 = 𝜂𝑚,𝑗/‖𝜂𝑚,𝑗‖ =  
1

𝑚!(2𝑚+1)!
1
2 

 𝜂𝑚,𝑗                                                         (15) 

and 

𝑦′
𝑚,𝑗

= 𝜂′
𝑚,𝑗

/ ‖𝜂′
𝑚,𝑗

‖ =  
1

𝑚!(2𝑚+1)!
1
2

  (
2𝑗

(𝑚+1)2−𝑗2)
1

2⁄  𝜂𝑚,𝑗                         

(16) 

 

Lemma 3.4     
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lim
𝑚→∞

‖⟨(𝑝ℎ𝑋𝑖)𝑦𝑚,0, 𝑦′
𝑚,𝑘

⟩‖ = √2𝑘(
1

2𝑘−1
−

1

2𝑘+1
),  for each fixed 𝑘𝜖ℕ. 

Proof     we use “Eq. (14)” and “Eq. (15)”, lemma (3.1), “Eq. (13)”, “Eq. 

(10)”, and “Eq. (11)”, to compute  

⟨(𝑝ℎ𝑋1)𝑦𝑚,0, 𝑦′
𝑚,𝑘

⟩ 

=
1

𝑚!2 (2𝑚 + 1)!
√

2𝑘

(𝑚 + 1)2 − 𝑘2
 ⟨

 
(𝑝ℎ𝑋1)𝜂𝑚,0, 𝜂′

𝑚,𝑘
 ⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!
√

2𝑘

(𝑚 + 1)2 − 𝑘2
 ∑(−1)𝑗

2𝑗 + 1

𝑚 + 1

𝑚

𝑗=0

⟨(𝑝ℎ𝑋1)𝜉𝑚,𝑗 , 𝜂′
𝑚,𝑘

⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!
√

2𝑘

(𝑚 + 1)2 − 𝑘2
 ∑(−1)𝑗

2𝑗 + 1

𝑚 + 1

𝑚

𝑗=0

⟨ 
1

√𝑗(𝑗 + 1)
𝑋1𝜉𝑚,𝑗 , 𝜂′

𝑚,𝑘
⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!
√

2𝑘

(𝑚 + 1)2 − 𝑘2
 ∑(−1)𝑗

2𝑗 + 1

𝑚 + 1

𝑚

𝑗=0

1

√𝑗(𝑗 + 1)
⟨𝑋1𝜉𝑚,𝑗  , 𝜂′

𝑚,𝑘
⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!

1

𝑚 + 1
√

2𝑘

(𝑚 + 1)2 − 𝑘2
 ∑(−1)𝑗

𝑚

𝑗=0

2𝑗 + 1

√𝑗(𝑗 + 1)
⟨𝜉𝑚,𝑗 , 𝑋1

∗𝜂′
𝑚,𝑘

⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!

√2𝑘(𝑚 + 1)2 − 𝑘2

𝑚 + 1
 ∑(−1)𝑗

𝑚

𝑗=0

2𝑗 + 1

2√𝑗(𝑗 + 1)
⟨𝜉𝑚,𝑗 ,𝜂𝑚,𝑘−1

+ 𝜂𝑚,𝑘⟩ 
 

= 𝜔𝑚√2𝑘(1 −
𝑘2

(𝑚+1)2
 ∑

𝑗+
1

2

√𝑗(𝑗+1)

𝑚
𝑗=0 (𝑎𝑚,𝑗,𝑘−1 + 𝑎𝑚,𝑗,𝑘)                    (17) 

∑
𝑗+

1

2

√𝑗(𝑗+1)

𝑚
𝑗=0 (𝑎𝑚,𝑗,𝑘−1 + 𝑎𝑚,𝑗,𝑘)                                                          (18) 

 

= ∑ (
𝑗+

1

2

√𝑗(𝑗+1)

𝑚
𝑗=0 − 1)(𝑎𝑚,𝑗,𝑘−1 + 𝑎𝑚,𝑗,𝑘)                                             (19) 
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= ∑ (𝑎𝑚,𝑗,𝑘−1𝑏𝑚,𝑗,𝑘−1) +𝑚
𝑗=0 (𝑎𝑚,𝑗,𝑘 − 𝑏𝑚,𝑗,𝑘)                                    (20) 

= ∑ (𝑏𝑚,𝑗,𝑘−1 + 𝑏𝑚,𝑗,𝑘).𝑚
𝑗=0                                                                   (21) 

In “Eq. (18)” 

(
𝑗 +

1
2

√𝑗(𝑗 + 1)
− 1) =  √𝑗2 + 𝑗 +

1
4

𝑗2 + 𝑗
− 1 ≤

1

8𝑗2
, 

Fix  𝑘, and by remark[1,(A.6],  𝑎𝑚,𝑗,𝑘−1and 𝑎𝑚,𝑗,𝑘 are both 𝑂(𝑚−1), so 

(18) goes to 0 as 𝑚 → ∞.   From [1,(A.5)], (𝑚 + 1)[𝐶(𝑘 − 1) +
𝐶(𝑘)](𝑚 + 1)−2 bounds the equation (19), as  𝑚 → ∞  also this equation 

approaches to  0.  

The Riemann sum of the integral  (−1𝑗) ∫ 𝑃𝑘
1

𝑡=0
(2𝑡2 − 1)𝑑𝑡 is  

∑ 𝑏𝑚,𝑗,𝑘
𝑚
𝑗=0 =

1

𝑚+1
𝑃𝑘(2 (

𝑗

𝑚+1
)

2

− 1)                                                 (22) 

We substitute (2𝑡2 − 1) = 𝑣, “Eq. (21)”converges to  

(2−
3
2) ∫ (1 − 𝑣)−

1
2

1

−1

 𝑃𝑘(−𝑣)𝑑𝑣 =  
(−1)𝑘

2𝑘 + 1
 

As 𝑚 → ∞ , “Eq. (18)”converges to (−1)𝑘−1(
1

2𝑘−1
−

1

2𝑘+1
).  to complete 

our proof 

We put this into “Eq. (17)”: 

⟨(𝑝ℎ𝑋1)𝑦𝑚,0, 𝑦′
𝑚,𝑘

⟩ = = 𝜔𝑚√2𝑘(1 −
𝑘2

(𝑚+1)2 ((−1)𝑘−1(
1

2𝑘−1
−

1

2𝑘+1
)). 

corollary 3.5    , 

lim
𝑚→∞

‖⟨(𝑝ℎ𝑋𝑖)𝑦𝑚,0, 𝑦′
𝑚,(1+∈)

⟩‖ = √2(1+∈)(
1

2(1+∈)−1
−

1

2(1+∈)+1
), for 

each fixed (1+∈)𝜖ℕ, ∈≥ 0. 
Proof     we use “Eq. (15)”and “Eq. (16)”, lemma (3.1), “Eq. (14)”, “Eq. 

(11)”, and “Eq. (12)”, to compute  

⟨(𝑝ℎ𝑋1)𝑦𝑚,0, 𝑦′
𝑚,(1+∈)

⟩ 
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=
1

𝑚!2 (2𝑚 + 1)!
√

2(1+∈)

(𝑚 + 1)2 − (1+∈)2
 ⟨(𝑝ℎ𝑋1)𝜂𝑚,0, 𝜂′

𝑚,(1+∈)
⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!
√

2(1+∈)

(𝑚 + 1)2 − (1+∈)2
 ∑ (−1)(1+∈)

(3 + 2 ∈)

𝑚 + 1

𝑚

(1+∈)=0

⟨(𝑝ℎ𝑋1)𝜉𝑚,(1+∈) , 𝜂′
𝑚,(1+∈)

⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!
√

2(1+∈)

(𝑚 + 1)2 − (1+∈)2
 ∑ (−1)(1+∈)

(3 + 2 ∈)

𝑚 + 1

𝑚

(1+∈)=0

⟨
1

√(1+∈)(2+∈)
𝑋1𝜉𝑚,(1+∈) , 𝜂′

𝑚,(1+∈)
⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!
√

2(1+∈)

(𝑚 + 1)2 − (1+∈)2
 ∑ (−1)(1+∈)

(3 + 2 ∈)

𝑚 + 1

𝑚

(1+∈)=0

1

√(1+∈)(2+∈)
⟨𝑋1𝜉𝑚,(1+∈) , 𝜂′

𝑚,(1+∈)
⟩ 

=
𝜔𝑚

𝑚!2 (2𝑚 + 1)!

1

𝑚 + 1
√

2(1+∈)

(𝑚 + 1)2 − (1+∈)2
 ∑ (−1)(1+∈)

𝑚

(1+∈)=0

(3 + 2 ∈)

√(1+∈)(2+∈)
⟨𝜉𝑚,(1+∈) , 𝑋1

∗𝜂′
𝑚,(1+∈)

⟩ 

=
𝜔𝑚

𝑚!2(2𝑚+1)!

√2(1+∈)(𝑚+1)2−(1+∈)2

𝑚+1
 ∑ (−1)(1+∈)𝑚

(1+∈)=0
(3+2∈)

2√(1+∈)(2+∈)
⟨𝜉𝑚,(1+∈) ,𝜂𝑚,∈ +

𝜂𝑚,(1+∈)⟩       =

𝜔𝑚√2(1+∈)(1 −
(1+∈)2

(𝑚+1)2  ∑
(∈+

3

2
)

√(1+∈)(2+∈)

𝑚
(1+∈)=0 (𝑎𝑚,(1+∈),∈ +

𝑎𝑚,(1+∈),(1+∈))                                                                                                 (23)        

∑
(∈+

3

2
)

√(1+∈)(2+∈)

𝑚
(1+∈)=0 (𝑎𝑚,(1+∈),∈ + 𝑎𝑚,(1+∈),(1+∈))                                        (24) 

 

= ∑ (
(∈+

3

2
)

√(1+∈)(2+∈)

𝑚
(1+∈)=0 − 1)(𝑎𝑚,(1+∈),∈ + 𝑎𝑚,(1+∈),(1+∈))                           

(25) 

= ∑ (𝑎𝑚,(1+∈),∈ 𝑏𝑚,(1+∈),∈) +𝑚
(1+∈)=0 (𝑎𝑚,(1+∈),(1+∈) − 𝑏𝑚,(1+∈),(1+∈))         

(26) 

= ∑ (𝑏𝑚,(1+∈),∈ + 𝑏𝑚,(1+∈),(1+∈)).𝑚
(1+∈)=0                                                        (27) 

In “Eq. (24)” 
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(
(∈ +

3
2)

√(1+∈)((2+∈)
− 1) =  √

(1+∈)2+∈ +
5
4

(1+∈)2 + (1+∈)
− 1 ≤

1

8(1+∈)2
, 

Fix  (1+∈), and by remark[1,(A.6],  𝑎𝑚,(1+∈),∈and 𝑎𝑚,(1+∈),(1+∈) are both 

𝑂(𝑚−1), so “Eq. (25)”goes to 0 as 𝑚 → ∞.   From [1,(A.5)], 

(𝑚 + 1)[𝐶(∈) + 𝐶((1+∈))](𝑚 + 1)−2 bounds “Eq. (26)”, as  𝑚 → ∞  

also this equation approaches to  0.  

The Riemann sum of the integral  (−1(1+∈)) ∫ 𝑃(1+∈)
1

𝑡=0
(2𝑡2 − 1)𝑑𝑡 is  

∑ 𝑏𝑚,(1+∈),(1+∈)
𝑚
(1+∈)=0 =

1

𝑚+1
𝑃(1+∈)(2 (

(1+∈)

𝒎+𝟏
)

𝟐

− 𝟏)                             (28) 

We substitute (𝟐𝒕𝟐 − 𝟏) = 𝒗, “Eq. (27)”converges to  

(𝟐−
𝟑
𝟐) ∫ (𝟏 − 𝒗)−

𝟏
𝟐

𝟏

−𝟏

 𝑷(1+∈)(−𝒗)𝒅𝒗 =  
(−𝟏)(1+∈)

𝟐(1+∈) + 𝟏
=

(−𝟏)(1+∈)

𝟑 + 2 ∈
 

As 𝒎 → ∞ , “Eq. (23)”converges to (−𝟏)∈(
𝟏

1+2∈
−

𝟏

𝟑+2∈
).  to complete our 

proof 

We put this into “Eq. (22)”: 

⟨(𝒑𝒉𝑿𝟏)𝒚𝒎,𝟎, 𝒚′
𝒎,(1+∈)

⟩ = = 𝝎𝒎√𝟐(1+∈)(𝟏 −
(1+∈)𝟐

(𝒎+𝟏)𝟐 ((−𝟏)∈(
𝟏

1+2∈
−

𝟏

𝟑+2∈
)). 

Lemma 3.6   on any unitary 𝑲- representation 𝓗 the operators 

(𝒑𝒉𝑿𝟏
∗)𝒑𝓸𝟎

, and therefore 𝒑𝓸𝟎
(𝒑𝒉𝑿𝟏), are in 𝓚𝜷𝟐

(𝓗). 

Proof.   Let 𝑼 be a unitary representation of 𝑲 on 𝓗.  The antilinear map 

𝑱: 𝓗 →  𝓗†; 𝝃 →  〈𝝃, . 〉 Intertwines the representations 𝑼 and 𝑼†. for any 

𝑿 in the complexification 𝜾ℂ,  𝑱−𝟏 𝑼†(𝑿)𝑱 = −𝑼(𝑿)∗.   Since 𝑱 is anti-

unitary, 𝑱−𝟏 𝒑𝒉 (𝑼†(𝑿)) 𝑱 =  −𝒑𝒉(𝑼(𝑿∗)).   

If 𝝃 ∈  𝓗 has 𝑲𝟐 −type 𝝈, then 𝑱𝝃 has 𝑲𝟐 −type 𝝈†, so 𝒑𝝈 =  𝑱−𝟏𝒑𝝈
†𝑱. 

By conjugating by 𝑱, the estimate ‖𝒑𝑭
⊥(𝑷𝒉𝑿𝟏)𝒑𝝈𝟎

‖ < 𝝐 implies 

‖𝒑
𝑭†
⊥ (𝑷𝒉𝑿𝟏

∗)𝒑𝝈𝟎
‖ < 𝝐, where 𝑭† = {𝝈†|𝝈 ∈ 𝑭}. 
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corollary 3.7    on any unitary K- representation 𝓗 the operators 

(𝒑𝒉𝑿𝟏)𝒑𝓸𝟎
, and therefore 𝒑𝓸𝟎

(𝒑𝒉𝑿𝟏
∗), are in 𝓚𝜷𝟐

(𝓗). 

Proof.   Let 𝑼 be a unitary representation of 𝑲 on 𝓗.  The antilinear map 

𝑱: 𝓗 →  𝓗†; 𝝃 →  〈𝝃, . 〉 Intertwines the representations 𝑼. for any 𝑿∗ in 

the complexification 𝜾ℂ,  𝑱−𝟏 𝑼†(𝑿)∗𝑱 = −𝑼(𝑿).   Since 𝑱 is anti-

unitary, 𝑱−𝟏 𝒑𝒉 (𝑼†(𝑿∗)) 𝑱 =  −𝒑𝒉(𝑼(𝑿)).   

If 𝝃 ∈  𝓗 has 𝑲𝟐 −type 𝝈, then 𝑱𝝃 has 𝑲𝟐 −type 𝝈†, so 𝒑𝝈 =  𝑱−𝟏𝒑𝝈
†𝑱. 

By conjugating by 𝑱, the estimate ‖𝒑𝑭
⊥(𝑷𝒉𝑿𝟏)𝒑𝝈𝟎

‖ < 𝝐 implies 

‖𝒑
𝑭†
⊥ (𝑷𝒉𝑿𝟏)𝒑𝝈𝟎

‖ < 𝝐, where 𝑭† = {𝝈†|𝝈 ∈ 𝑭}. 

 

Lemma 3.8    let 𝒗 be a weight of 𝑲. For any 𝒇 ∈ 𝑪(𝑲), [𝑷𝒉𝑿𝟏, 𝑴𝒇]𝒑𝒗 

and [𝑷𝒉𝒀𝟏, 𝑴𝒇]𝒑𝒗 are in 𝓚∝𝟏
(𝑳𝟐(𝑲)). 

Proof. Assume that 𝒇 is a weight vector for the right regular representation, 

i.e, 𝒇 ∈ 𝑪(𝓧; 𝑬−𝝁) for some 𝝁. Through Lemma[3.19,1] we have 

[𝑷𝒉𝑿𝟏, 𝑴𝒇]: 𝒑𝒗𝑳𝟐(𝑲) → 𝒑𝒗+𝝁 +∝𝟏 𝑳𝟐(𝑲) 

Is in 𝓚∝𝟏
, which implies the result.  The subspace spanned by these weight 

vectors contains all matrix units, so is uniformly dense in 𝑪(𝑲). A density 

argument completes the proof. Similarly, [𝑷𝒉𝒀𝟏, 𝑴𝒇]𝒑𝒗 ∈ 𝓚∝𝟏
. 

corollary 3.9    let 𝒗 be a weight of 𝑲. For any 𝒇𝒋 ∈ 𝑪(𝑲), 

[𝑷𝒉𝑿𝟏, 𝑴∑ 𝒇𝒋
] 𝒑𝒗 and [𝑷𝒉𝒀𝟏, 𝑴∑ 𝒇𝒋

] 𝒑𝒗 are in 𝓚∝𝟏
(𝑳𝟐(𝑲)). 

Proof. Assume that 𝒇𝒋 is a weight vector for the right regular 

representation, i.e, 𝒇𝒋 ∈ 𝑪(𝓧; 𝑬−𝝁) for some 𝝁. Through Lemma[3.19,1] 

we have 

[𝑷𝒉𝑿𝟏, 𝑴∑ 𝒇𝒋
] : 𝒑𝒗𝑳𝟐(𝑲) → 𝒑𝒗+𝝁 +∝𝟏 𝑳𝟐(𝑲) 

Is in 𝓚∝𝟏
, which implies the result.  The subspace spanned by these weight 

vectors contains all matrix units, so is uniformly dense in 𝑪(𝑲). A density 

argument completes the proof. Similarly, [𝑷𝒉𝒀𝟏, 𝑴∑ 𝒇𝒋
] 𝒑𝒗 ∈ 𝓚∝𝟏

. 
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Theorem 3.10    on any unitary 𝑲 representation on 𝓗, 𝑷𝒉𝑿𝒊 and 𝑷𝒉𝒀𝒊 

are in 𝓐(𝓗) for 𝒊 = 𝟏, 𝟐. 
proof.  We first have 𝓗 = 𝑳𝟐(𝑲) with right regular representation, and 

consider 𝑷𝒉𝑿𝟏.  With respect to lemma[3.7,1], the finite multiplicity of 𝑲-

types in 𝑳𝟐(𝑲) implies that 𝓐∑ (𝑳𝟐(𝑲)) = 𝓛 (𝑳𝟐(𝑲)), so 𝑷𝒉𝑿𝟏 ∈ 𝓐∑ 

trivially. Since 𝑷𝒉𝑿𝟏 maps the 𝝁-weight space into the (𝝁 +∝𝟏)-weight 

space for each weight 𝝁, it is 𝑴-harmonically proper, so in 𝓐∅. Since 𝑿𝟏in 

(𝜾𝟏)ℂ, 𝑷𝒉𝑿1preserves 𝐾1-types, so 𝑃ℎ𝑋1 ∈ 𝒜∝1
.  And eventually we are 

going to show that 𝑃ℎ𝑋1 ∈ 𝒜∝2
. 

Let 𝜎 ∈ �̂�2 and let 𝜓1,…,,𝜓𝑛 ∈ 𝐶(𝐾) be as in lemma [A.10,1]. Then 

(𝑃ℎ𝑋1)𝑝𝜎 = ∑(𝑃ℎ𝑋1)𝑀𝜓𝑗 𝑃𝜎0

𝑛

𝑗=1

𝑀𝜓𝑗̅̅ ̅̅

= ∑ 𝑀𝜓𝑗(𝑃ℎ𝑋1) 𝑃𝜎0

𝑛

𝑗=1

𝑀𝜓𝑗̅̅ ̅̅

+ ∑[(𝑃ℎ𝑋1), 𝑀𝜓𝑗] 𝑃𝜎0

𝑛

𝑗=1

𝑀𝜓𝑗̅̅ ̅̅  . 

since 𝑃𝜎0 projects into the 0-weight space, lemmas [A.8, 1], (1.6) and 

[3.11,1], show that (𝑃ℎ𝑋1) 𝑝𝜎 ∈ 𝒦∝2
. By analogous computation lemma 

(1.4) illustrate that (𝑃ℎ𝑌1)𝑝𝜎 = (𝑃ℎ𝑋1
∗)𝑝𝜎 ∈ 𝒦∝2

, so 𝑝𝜎(𝑃ℎ𝑋1) ∈ 𝒦∝2
. 

By proposition 3.6, 𝑃ℎ𝑋1 ∈ 𝒜𝛼2 
 

then 𝑃ℎ𝑋1 ∈ 𝒜. By taking adjoints 𝑃ℎ𝑌1 ∈ 𝒜. 

𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛𝑏𝑦 𝑡ℎ𝑒 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑤𝑒𝑦𝑙 𝑔𝑟𝑜𝑢𝑝 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑟𝑐ℎ𝑎𝑛𝑔𝑒𝑠 𝒜𝛼1 
 

and  𝒜𝛼2 
 and fixes 𝒜∅ and 𝒜∑, so fixes 𝒜. It also sends Χ1 and 𝑌1 to 𝑌2 

and Χ2, respectively. We obtain 𝑃ℎ𝑌2 , 𝑃ℎ𝑋2𝜖𝒜.                                                                       

The theorem remains true if ℋ is a direct sum of arbitrarily many copies 

of the regular representation. Since every unitary K-representation can be 

equivariantly embedded into such a direct sum, we are done.  

corollary 3.11    on any unitary 𝑲𝒓−𝟏 representation on 𝓗, 𝑷𝒉𝑿𝒊 and 

𝑷𝒉𝒀𝒊 are in 𝓐(𝓗) for 𝒊 = 𝟏, 𝟐. 
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proof.  We first have 𝓗 = 𝑳𝟐(𝑲𝒓−𝟏 ) with right regular representation, 

and consider 𝑷𝒉𝑿𝟏.  With respect to lemma[3.7,1], the finite multiplicity 

of 𝑲𝒓−𝟏 -types in 𝑳𝟐(𝑲𝒓−𝟏 ) implies that 𝓐∑ (𝑳𝟐(𝑲𝒓−𝟏 )) =

𝓛 (𝑳𝟐(𝑲𝒓−𝟏 )), so 𝑷𝒉𝑿𝟏 ∈ 𝓐∑ trivially. Since 𝑷𝒉𝑿𝟏 maps the 𝝁-weight 

space into the (𝝁 +∝𝟏)-weight space for each weight 𝝁, it is 𝑴-

harmonically proper, so in 𝓐∅. Since 𝑿𝟏in (𝜾𝟏)ℂ, 𝑷𝒉𝑿1preserves 𝑲𝒓-

types, so 𝑃ℎ𝑋1 ∈ 𝒜∝1
.  And eventually we are going to show that 𝑃ℎ𝑋1 ∈

𝒜∝2
. 

Let 𝜎 ∈ �̂�𝒓+𝟏 and let 𝜓1,…,,𝜓𝑛 ∈ 𝐶(𝑲𝒓−𝟏) be as in lemma [A.10,1]. Then 

(𝑃ℎ𝑋1)𝑝𝜎 = ∑(𝑃ℎ𝑋1)𝑀𝜓𝑗 𝑃𝜎0

𝑛

𝑗=1

𝑀𝜓𝑗̅̅ ̅̅

= ∑ 𝑀𝜓𝑗(𝑃ℎ𝑋1) 𝑃𝜎0

𝑛

𝑗=1

𝑀𝜓𝑗̅̅ ̅̅

+ ∑[(𝑃ℎ𝑋1), 𝑀𝜓𝑗] 𝑃𝜎0

𝑛

𝑗=1

𝑀𝜓𝑗̅̅ ̅̅  . 

since 𝑃𝜎0 projects into the 0-weight space, lemmas [A.8, 1], (1.6) and 

[3.11,1], show that (𝑃ℎ𝑋1) 𝑝𝜎 ∈ 𝒦∝2
. By analogous computation lemma 

(1.4) illustrate that (𝑃ℎ𝑌1)𝑝𝜎 = (𝑃ℎ𝑋1
∗)𝑝𝜎 ∈ 𝒦∝2

, so 𝑝𝜎(𝑃ℎ𝑋1) ∈ 𝒦∝2
. 

By proposition 3.6, 𝑃ℎ𝑋1 ∈ 𝒜𝛼2 
 

then 𝑃ℎ𝑋1 ∈ 𝒜. By taking adjoints 𝑃ℎ𝑌1 ∈ 𝒜. 

𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛𝑏𝑦 𝑡ℎ𝑒 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑤𝑒𝑦𝑙 𝑔𝑟𝑜𝑢𝑝 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑟𝑐ℎ𝑎𝑛𝑔𝑒𝑠 𝒜𝛼1 
 

and  𝒜𝛼2 
 and fixes 𝒜∅ and 𝒜∑, so fixes 𝒜. It also sends Χ1 and 𝑌1 to 𝑌2 

and Χ2, respectively. We obtain 𝑃ℎ𝑌2 , 𝑃ℎ𝑋2𝜖𝒜.                                                                       

The theorem remains true if ℋ is a direct sum of arbitrarily many copies 

of the regular representation. Since every unitary Kr−1 -representation can 

be equivariantly embedded into such a direct sum, we are done.  

Theorem 3.12    let 𝐸, 𝐸∗ be 𝐾 −homogenuose vector bundles over flag 

variety 𝕏 then 𝜓ℱ𝑖

0 (𝐸, 𝐸∗) ⊆ 𝒜. 
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Proof. It is clear that 𝜓ℱ𝑖

−1̅̅ ̅̅ ̅(𝐸0) ⊆ 𝒜.   𝑙𝑒𝑡  𝐸0 = 𝐸 = 𝐸∗ = 𝐸𝜌 = 𝐸𝜎, the 

trivial line bundle over flag variety 𝕏.  

0 → 𝜓ℱ𝑖

−1̅̅ ̅̅ ̅(𝐸0) → 𝜓ℱ𝑖

0̅̅ ̅̅̅(𝐸0) → 𝐶(𝑆∗ℱ𝑖) → 0 

According to the Stone-Weierstrass theorem and since the points in 

different fibres of 𝑆∗ℱ𝑖 are separated by the function algebrac we prove 

that 𝐶(𝑆∗ℱ𝑖) = 𝐶   by showing that it separates the points of 𝑆∗ℱ𝑖. 

The multiplication operator 𝑀𝑓 ∈ 𝜓ℱ𝑖

0 (𝐸0) ∩ 𝒜   for any 𝑓𝜖 𝐶(𝕏). Let ∅ ∈

𝐶(𝕏, 𝐸𝜎) be any nonezero smooth section of 𝐸𝜎 at the identity coset. 

𝑀∅𝑝ℎ𝑥𝑖 ∈  𝜓ℱ𝑖

0 (𝐸0) ∩  𝒜 and its principal symbol seprates points of the 

fiber at the identity coset.  

Lemma 2.1 shows that ∅1, … , ∅𝑛  ∈ 𝐶(𝕏, 𝐸𝜇),  ∅1
′, … , ∅𝑚

′  ∈ 𝐶(𝕏, 𝐸𝑣). 

For each 𝑗, 𝜇 and 𝑘 ∈ 𝐾, 𝑀∅𝑗
′̅̅ ̅̅ ̅  𝐴 𝑀∅𝑘 ∈ 𝜓ℱ𝑖

0̅̅ ̅̅̅(𝐸0) ⊆ 𝒜, for  𝐴 ∈ 𝜓ℱ𝑖

0̅̅ ̅̅̅(𝐸, 𝐸∗). 
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