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ABSTRACT: Once at a time, this author starts a research in the relations between Australia’s number of case 

in influenza and weather. The outcome has been hypothesised with a structural equation model (SEM). In this 

paper, the author tries to evaluate the model. It is true that one can apply the evaluation to both of the formative 

measurement model and structural model through certain suitable procedures. At the same time, this author 

approximates the model by linear regression method. The result is one can apply the regression to the Hayes’ 

Process model and find out the wanted model with mediation and moderation effects. In addition, one can also 

use the Granger Causality Test to examine all of the hypothesised causal relationships between those inde-

pendent variables such as temperature, wettest_1, concentration of carbon dioxide, strongest wind and coolest 

and the number case of influenza infected etc. The final outcome is that Hayes’ model 91 is the best mediated 

one with carbon dioxide as the moderated factor. This author will also explain in details why we have the 

above prescribed Hayes’ model 91 as the proposed regression model approximation to causality from the SPSS 

data analysis. 
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INTRODUCTION 

 

After this author’s previous structural model in describing the relationship between the number of case in 

influenza and weather (Australia), one needs to evaluate it. Through the evaluation, one can modify the model 

and the most important thing is one can evaluate this author’s HKLam Theory. In the following sections, this 

author will depict a brief review in how one should evaluate the formative measurement model, structural 

model together with the assessment of the causal relations from regression approximation. It is hope that all of 

the above evaluation processes, one can verify the truthiness of my proposed HKLam Theory. While the main 

results focus on the models selection (Hayes’ model analysis) and their corresponding equations. These events 

explain why this author chooses Hayes’ model 91 as the wanted mediation model.  

 

Theoretically Background 

 

Evaluation of the Formative Measurement Model 

   

First of all, one is required to know what convergent validity is. It is indeed a measure that correlates with other 

measures within the same construct under different indicator (such as formative Vs reflective) in the case of a 

formative measurement model. This is known as redundancy analysis (Chin,1998). Or the formative measured 

construct acts as an exogenous latent variable that predicts an endogenous latent variable through some reflec-

tive indicators. This gives rise to the value 0.8 or higher (with 0.7 as minimum) for the path between Y (form-

ative) and Y (reflective). Next, when there are high correlation values occurred between formative indicators, 

this is known as collinearity. If there are more than two involved indicators, then this is referred as multicol-

linearity. In order to access the level of collinearity, researchers are required to compute the value of tolerance 
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(TOL). This can be done through two steps:  

 

1. Regress the first formative indicator with all same block remaining indicators, calculate the proportion 

of variance of the first indicator that associated with others (R^2); 

2. TOL can then be calculated from the formula using (1-R^2). 

 Indeed, the measure of collinearity is the variance inflation factor (VIF) which is just the reciprocal of 

the tolerance. In the case of PLS-SEM, Hair et al in 2011 told us that there may be a potential linear problem 

when the tolerance value is lower than 0.2 and with a VIF value higher than 5. 

 Finally, one should examine the indicators’ outer weight and outer loading. When both  of them are 

not significant, then the indicator is needed to be deleted.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: A summary of proce-

dures to evaluate the formative 

measurement indicators 
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Evaluation of the Structural Model 
Firstly, one needs to check the collinearity of those indicators. The procedure is the same as those mentioned 

in the section “Evaluation of the Formative Measurement Model”. Secondly, one is required to evaluate the 

structural model path coefficients. Actually, when the path coefficients are more closely to +1, this represents 

a stronger positive relationship with statistically significant. While for the path values closer to zero, it means 

weaker relationship. For the bootstrap standard error, when an empirical t value is larger than the critical value, 

then the t-value is significant with a certain among of error probability. This may refer to most researchers’ 

usage of p values to assess significant levels. Practically, a p-value means the probability of getting a t-value 

when one observes conditionally from the supported null-hypothesis. Thirdly, another value for us to evaluate 

the model is the coefficient of determination (R^2 value). It is used to measure the predictive power of the 

model and is just the squared correlation between the actual and predictive values in endogenous construct. 

Indeed, R^2 ranges from 0 to 1 where higher level of its value implies a more accurate prediction. In scholarly 

marketing research, 0.75, 0.5 and 0.25 represent substantial, moderate or weak predictive power (Hair et al., 

2011; Henseler et al., 2009). However, it is dangerous to select a model purely based on the R^2. With the 

multiple regression, one may apply the adjusted coefficient of determination (R2
adj). It avoids those bias in 

complex model. Fourthly, one can test how the endogenous constructs may be impacted by the omitted con-

structs. This is referred to the f2 — the effect size. Technically, one can calculate the change in R2 from the 

estimation of the Path Least Square model twice. While f2 with values 0.02, 0.15 and 0.35 indicates small, 

medium and large effect (Cohen, 1988). For those values smaller than 0.02, this means there is no effect of the 

exogenous latent variable. Fifthly, the Stone-Geisser’s Q2 value is a measure of the model’s out-of-sample 

predictive power I.e., the predictive relevance. In other words, Q2 tells us how well the path model can predict 

the originally observed values. Actually, Q2 value uses the blinding procedure and performs sampling for the 

omission of every d-th data point. Hence Q2 computes those parameters for the remaining data points (Chin, 

1998; Henseler et al., 2009; Tenenhaus et al., 2005). In fact, blindfolding is an iterative model re-estimation. 

Finally, one may compare the relative impact of predictive relevance through the measure to the q2 effect size. 

 

Assessment of the Causal Relationships 

Theoretically, this author’s suggested HKLam Net-Seizing Theory can be expressed mathematically in the 

following ways: 

3. The Bayesian Probability part: For all conditional probabilities to events, 

they can be expressed in terms of the corresponding Bayesian trees. While these trees can be expressed in terms 

of matrices. 

4. The Linear Mapping part: One can evaluate the linear mapping through the selection of a suitable 

linear transformation. Through the transformation, one can map it to the proposed casual relationship. This 

author notes that in order to verify a linear transformation, the transformation should have the following prop-

erties: 

T: U —> V 

I) T (U + V) = T(U) + T(V) and 

II) T(cU) = cT(U) 

 

Abstractly, for a collection of all linear maps, T: V —> V, denoted by End(V) is a (non-commutative) ring, 

where addition is a point-wise addition: 

(T1 + T2) (V) |—> T1(V) + T2(V) 

And the respective multiplication is the composition of:  

(T1 . T2) |—> T1(T2(V)) 

 



International Journal of Weather, Climate Change and Conservation Research 

  Vol.7, No.1, pp.26-44, 2021 

Print ISSN: ISSN 2059-2396 (Print) 

                                                                                                              Online ISSN: ISSN 2059-240X (Online) 

29 

@ECRTD-UK 

 

Now choose some particular T∈END(V). By the universal property of the polynomial ring k[x], one  

can define a ring homomorphism k[x] —> END(V) by simply declaring that  

x should go to T. The result is the evaluation homomorphism 

evT: k[x] —> END(V), evT(p) = p(T) 

 

To be precise, one may have the following:  

If V is a k-vector space, and T ∈ End (V) is some linear map T: V —> V,   

then the polynomial:  

p = a0 + a1x + …+ anx
n

 ∈ k[x]  

Evaluated at T is just: a0 + a1T +…+ anT
n

 ∈ End(V) where Tk is T composed with itself k times, and (aT) is 

the element defined by (aT)(v) = a*(TV) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Actually, partial least square is only used to find the relations between two matrices (X and Y). That is PLS is 

a latent variable approach which one can model the covariance structures of two spaces. In practice, a collection 

of data for different variables (like this author’s data file — Australia_weather_influenza.xlsx) can be expressed 

in form of a matrix. Then one may perform Bootstrapping in statistics with the use of software SmartPLS. The 

purpose is to find out those causal relationship together with the expression of these relations in form of the 

required matrices. 
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This author notes that for the domino effects (or the later part of my proposed philosophy), it suffixes to find 

out those causal relations. Theoretically, suppose there are variable matrices X, Y and Z, they can be expressed 

as follows: 

 

 

 

Where X is an n X m matrix of predictors, Y is an n X p matrix of the corresponding responses (to X). T and 

U are n X l matrices that are respectively, projections of X and projection of Y. P and Q are respectively, m X 

l and p X l orthogonal loading matrices; and matrices E and F are the error terms. Similarly, one may apply the 

same decomposition method to Y and Z. The aim is to maximise the covariance between T and U together 

with V. 

Next, one may try to estimate the factor and loading matrices T, U, V and P, Q, R. One may then construct the 

linear regression between X and Y, Y and Z as  
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  Y = XB + B0 and Z = YD +D0. 

The above way is known as partial least squares method for column vector Y and Z or matrices Y and Z. 

Actually, for a series of domino effect, one will have:  

  Y = XB + B0  

  Z = YD + D0 or Z = {XB + B0} D + D0 

This means one can always express the series of domino effect in a sequence of recursive approximated manner 

or a partial least square regression. 

To be precise, the Bayesian Matrix, say [M], can be expressed by the regression as: 

 [M] [LT] = X + (XB + B0) + {(XB + B0)D + D0}  ————— Eqt (1) 

where [LT] is the associated linear transformation; while the converse is also true: 

X + (XB + B0) + {(XB + B0)D + D0} = [M] [LT] 

 

 

 

Hence, from the above mathematical expression, the causal relationships that found from my proposed Net-

Seizing Theory, can be assessed by Baron and Kenny regression method (1986) — Testing for Mediation. The 

steps are listed as below1: 

Step I: Conduct a simple regression analysis with X predicting Y in order to test for path 

 

“c” alone. Or, one may have: path “c” 

 

Y = B0 + B1X + e0 X Y

 
Step II: Conduct a simple regression analysis with X predicting M to test for path “a”. Or one may have:  

 

 path “a” 

 

M = B2 + B3X + e1 X M

 
Step III: Conduct a simple regression analysis with M predicting Y to test the significance of path “b” alone. 

Or one may have:  

                     Y = B4 + B5M + e2 path “b” 

 X M

 
Step IV: Conduct a multiple regression analysis with X and M predicting Y. Or one may have: 

path “c’ “ 

 

Y = B6 + B7X + B8M + e3 X 

  

M                             

                                                 
1 http://web.pdx.edu/~newsomj/semclass/ho_mediation.pdf 

Y 

http://web.pdx.edu/~newsomj/semclass/ho_mediation.pdf
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path “b” 

 

In Step I to III, when one or more of these relationships are nonsignificant, then one may usually conclude that 

mediation are not possible or likely with exceptions from MacKinnon et al., 2007. If one assumes there are 

significant relationships from Step I to Step III, one can proceed to step IV. There is some form of mediations 

when path b remains significant after controlling for X. If M is controlled and X is no longer significant, the 

finding gives full mediation. When both X and M significantly predict Y, the finding provide partial mediation. 

When we go a further step, compare the above Eqt (1) with the the Eqt in Step IV, we get: 

[M][LT] = (X + XB + XBD) + (B0 +B0D) + D0 

               = (I + B + BD)X + B0D + B0D0.       ———————-(2) 

 

Obviously, from the regression equation in Step IV,  the matrix (or vector) D in the term “B0D” of equation 

(2) can be viewed as a wanted mediator. In other words, rather than the regression equation for prediction, we 

may thus construct a hypotheses Hayes model with a feasible moderator. 

 

Indeed, there are defects of Baron and Kenny’s mediation test. Firstly, the test never assesses the significance 

of the indirect path or how X affects Y through the paths “a” and “b”. Secondly, the test suffers much from the 

Type II error of some true mediation effects (Mackinnon et al., 2007). Alternatively, there are two other ap-

proaches to test the mediation: 

 

1. Judd & Kenny Difference of Coefficients Approach; 

 

2. Sobel Product of Coefficient Approach, 

 

Although there are drawbacks, this author will still employ Baron and Kenny’s regression method as a way to 

evaluate the finding causal relationships in chapter fifteen. 

In brief, one can evaluate the Bayesian tree matrix by linking it to the casual relationship matrices through the 

linear transformation in forms of a polynomial matrices. 

 

MAJOR RESULTS  

 

A Regression Model Approximation to Causality 

 

1. Granger Test for Causality 

   

   In order to test the proposed causal relationships, one may need to perform the Granger Cau-

sality Test. This author employs the software EViews for such Granger examination. One can find out the 

corresponding related diagram and hence the linked causal relation diagrams as shown in the next page 
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Figure 2: Granger Causal relationships obtained from the above nine corresponding linkings  

 

 

 

 

 

 

There are several possible Ganger causal paths, three of them are: 

1. Coolest —-> Temperature —-> Strongest_Wind —-> Influenza_1 

2. CO2 <—-> Temperature —-> Wettest_1 —-> Influenza_1 

3.  CO2 <—-> Temperature —-> Strongest_Wind —-> Influenza_1 

 

Indeed, one can first convert the data set into time series by statistical programming software R first. Then one 

can apply the maximum likelihood estimation for the fitting of the above Granger Causal relation to build the 

corresponding models for the prediction. As the process is similar to the following mediation analysis by soft-

ware SPSS add-on Hayes PROCESS, this author decides to omit the approximation. 

2. Mediation analysis for the Causal Relationships found by SmartPLS (Lam, 2019) 

 

Formally speaking, in order to test a causal relationship, one should perform causal analysis. Indeed,  

causal analysis = regression analysis (or any test) + theory (and hypothesis) or logical analysis 

Usually, in statistics and economics, causality is often tested by regression (i.e. the present influenza relation-

ship research case). Actually, one should perform exploratory causal analysis which is known as data causality 

or causal discovery. It is the use of statistical algorithms to infer associations in observed data set. In addition, 

these data sets are potentially causal under strict assumptions. Therefore, according to the results of chapter 

fifteen, there are potentially several cases of causal relationships. According to the aforementioned Baron and 

Kenny’s Testing of mediation method, one obtains the following partial least square regression results (by R 

programming): 
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To sum up, all of the four steps of Baron and Kenny’s method are fulfilled. In other words, we have: 

Step I: Wettest —> Influenza cases 

Step II: Wettest —> Temperature 

Step III: Temperature —> Influenza cases 

Step IV: Wettest + Temperature —> Influenza cases 

Hence, the proposed causal relationship — wettest and influenza is actually a fully mediated one with temper-

ature as the immediate mediator. This event indirectly implies that wettest and influenza is actually a causal 

relationship. 

2. The second one is the evaluation of the causal relationship “wind and influenza”: Wind —> Wettest 

—> Temperature —> Influenza 
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The following listed is the partial least square result (Hayes Process Model Macro) that 

 

obtained through software SPSS: 

 

A. Wettest and Wind 

 

 

 

 

 

 

 

 

 

 

 

 

 

We observe that the model equation for 

Wind and Wettest is: 

Wettest = -322.2481 + 7.5870*Wind 
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B. Temperature and (Wind together with Wettest) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Influenza and (Wind and Wettest and Temperature) 

 

 

 

 

 

 

 

 

 

 

   

 

Once we observe that the model equation for Wind and Wettest is: Wettest = -322.2481 + 7.5870*Wind 

 Temperature = 14.7740 + 0.0107*Wind + 0.0016*Wettest 

 Influenza = 43685.53 + 26.71*Wind - 2.185*Wettest- 2054.05 * Temperature 

All of the above data shows that there should be a Hayes PROCESS model 6 established as like the following: 

 

 

 

 

 

 

 

 

 

 

We observe that the model equation for 

Temperature from (Wind and Wettest) is: 

Temperature = 14.7740 + 0.0107*Wind + 

0.0016*Wettest 

We observe that the model equation for In-

fluenza from (Wind, Wettest and Tem-

perature) is: 

Influenza = 43685.53 + 26.71*Wind - 

2.185*Wettest- 2054.05 * Tempera-

ture 
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This author notes that although the bootstrap confidence interval straddles zero which means that the mediation 

is not significant (or actually a border case), it doesn’t imply that thing we are estimating is zero.Thus, this 

author finally concludes wettest and temperature are the mediators for wettest and influenza. 

 

Furthermore, if we add the concentration of carbon dioxide as the moderator that lays between temperature 

and influenza, one may obtain the results below: 

The aforementioned outcome tells us that the index of moderated mediation is referring to the “weight for the 

moderator in a linear function relating to the size of indirect effect of X on Y to the moderator” (Hayes, 2018, 
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p.491). 

 When the index is not zero, this will mean the indirect effect relates linearly with the moderator. Hence, 

one can claim there is a moderated mediation (Hayes, 2018). On the contrary, if the bootstrap confidence 

interval does not includes zero, this event implies the indirect effect will not relate linearly with the moderator 

(Hayes, 2018). Therefore, we conclude that carbon dioxide is the moderator to temperature and influenza. This 

event is because the above data shows that both the index is greater than zero and the confidence interval 

contains a zero.  

Then, one may obtain the Hayes PROCESS model 87 as shown below: 

In addition, if one changes the independent variable from wettest_1 to temperature (while wettest_1 and strong-

est_wind become the mediators), we will get the following  

results: 
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It is obviously observed from the above data that the index of moderated mediation has increased greatly from 

2 to nearly 5 if we made the amendment of the change to temperature as the independent variables. Then the 

concentration of carbon dioxide becomes the moderator between wettest_1 and strongest_wind. This means 

that the indirect effect depends heavily on the moderator carbon dioxide. According to Hayes in 2018, the 

index of moderated mediation is slope of the equation formed by indirect effect. If it is equal to zero (i.e., flat) 

then the indirect effect is not related to the moderator. However, if the index is strongly greater than zero, the 

indirect effect depends heavily on the moderator. Thus, carbon dioxide acts as the wanted moderator. There-

fore, we conclude that the Hayes PROCESS model 91 is the most suitable one for describing the relationship 

between different weather variables and the number of case in influenza in Australia when compared to the 

previous one. The final and conclusive model is shown in below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION 

 

To conclude, the above test and model tell us that wettest_1 and the temperature are the most feasible causal 

relationship to the number case of influenza. The results are obtained from the mediation analysis (Baron and 

Kenny’s Testing and the Haye’s PROCESS modelling for SPSS). Similarly, one can show that the sequenced 

domino effects is indeed a list of causal relations. Practically, one should find out all of the possible regression 

models (in this case, one should employ the carbon dioxide and strongest_wind as the independent variables 

respectively for the dependent variables number of case in influenza, other variables such as temperature and 

Wettest_1 will be used as mediator together with suitable moderators). Then, one should compare the r-square, 

r-square(adjusted) and r-square(predicted) for each of these calculated models. The aim is to find out the best 

goodness fit in these models from these r values and hence selects the best fitted model for the wanted causal 

relations. While at the same time, the concentration of carbon dioxide acts as the moderator that lays between 

Wettest_1 and strongest_wind provide that temperature as the independent variable (model 91). On the other 

hand, the concentration of carbon dioxide also acts as the moderator between the mediator temperature and the 

dependent variable number of case in influenza (model 87). The most significant discovery in this paper is that 

the role of carbon dioxide is indeed a moderator. It gives a moderated effect to other mediators. This author 

remarks that a moderator is difference from a mediator in that moderator only affects the strength of the con-

cerning variables. While the mediator can explain the relationship between two variables. The existence of 

CO2 as a moderator implies that the gas has a conditional effect to the number of cases of influenza infected. 

Hence, there may be a thermal degradation from CO2 to CO at around 20oC (Asperen et al., 2015). But the 
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symptoms of carbon monoxide poisoning are similar to the common flu infected. In addition, the dissolved 

carbon dioxide can have an influence during the production of recombinant hemagglutinin component that 

induced from an influenza vaccine by insect cells (Meghrous et al., 2015). These are the reasons for the con-

ditional effects of CO2 in the number of case of influenza infected. Therefore, I suggest there should be a 

reduction in the emission of pollutants like CO2 before and during the peak months of common flu infection.  

All in all, the above Hayes Process model  91 can help us verify the truthiness of this author’s HKLam Net-

Seizing Theory. In other words, all of the causal relations can be find by a mediation analysis. In addition, all 

of the causal relationships can be examined by Granger Causality Test followed by Maximum Likelihood 

estimation for fitting into the models. Hence the second part of the philosophy — domino effects can be ex-

pressed as a causal relationship is proposed to be correct. 

 

Remarks: 

There are lots of causality around our world. One of the case is the causal relationships during the procedure 

of making proteins among the living organisms that like the following: 

DNA + RNA polymerase —> pre-mRNA —> mRNA —> Ribosome —> polypeptide (protein molecule)  

 

According to the results of this paper, one may apply the similar technique which can generate the wanted 

regression model to approximate the above protein production causality process. Then, one may finally mass-

produce the deserved protein or even the so-called “protein factory”. When those virus enters our cells, most 

virus have their own connexion respectively. Then we can use the corresponding shaped protein to attach on 

the surface of the virus, this event can prevent the virus to enter our body cells. To go a further step, the 

methylation for DNA and mRNA may act as a moderator, mediator or control in the disease of (Kidney) cancer 

etc2,3. 

   

Another application is in the field of ocean science. In the year 2014 of U.S. California state, due to the increase 

in global temperature, there were a sudden large amount of starfish finding to be died. Since starfish is the 

natural enemy of purple sea urchin, then there are huge sum of them appearing. They eat lots of kelp which 

decrease the number of other related sea living organisms like abalone. Hence, the final outcome is a harmful 

effect to the U.S. economy. The aforementioned phenomenon can also use this paper’s technique to generate 

or approximate the wanted regression model for such kind of food chain causality. 

  

 Suppose we have the following set of data w.r.t the moderator regression equation: 

  Y = 2.452 - 0.562X + 0.105W + 0.201XW 

 X (FRAME)  W(SKEPTIC)  Y 

  0       1.592         2.619 

  1       1.592         2.377 

  0       2.800         2.746 

 X (FRAME)  W(SKEPTIC)  Y 

          1       2.800        2.747 

          0       5.200        2.998 

          1       5.200        3.48 

                                                 
2 https://www.nature.com/articles/s41467-019-13527-1 
3 https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6500370/ 

https://www.nature.com/articles/s41467-019-13527-1
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6500370/
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After fitting the above data into the R programming software (R-Studio), we get the following diagram: 

 

The above diagram depicts how the framing condition interacts with the climate change skepticism. This event 

can also be applied to the moderator regression as mentioned in this paper before. The implication can then be 

extended to the goal-directed multi-party interaction in the case of robot moderator4. 

 

Furthermore, according to Yaron in 2020, the level of nitrogen dioxide are acting as a contributing factor to 

the number of death cases that caused by coronavirus (COVID-19)5. Hence, from both of the case in influenza 

(CO2 acts as a mediator in the regression model of weather pattern) and the NO2 concentration in the various 

geographical regions to the one as mentioned earlier, we may conclude that air pollutants have their definite 

roles in different kinds of infectious disease. My suggested way of reducing the cases of infected by these 

diseases is to give serious warnings during weather report and aids high risk groups to purchase electrical air-

filters (which can be effectively in reducing NO2 and CO2 pollutants etc) among their living environments. 

One may also need to avoid unnecessary exploration in those critically polluted outdoor areas. 

 

It may be true that both the model 87 and 91 as described above should contain some moderators and control 

                                                 
4 https://www.aaai.org/ocs/index.php/FSS/FSS15/paper/view/11658 
5 Yaron, O. (2020), Assessing nitrogen dioxide (NO2) levels as a contributing factor to coronavirus (COVID-19) fatal-

ity, Science of the Total Environmental Journal, Elsevier publication 

https://www.aaai.org/ocs/index.php/FSS/FSS15/paper/view/11658
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variables. However, the main focus of this paper is — I have shown the ultimate result that CO2 has a signifi-

cant role (mediator) in the weather-influenza regression model. To be precise, the concentration of CO2 medi-

ates the wettest and strong wind. This event can finally affect the number of cases of influenza infected. Hence, 

both the moderator and the control variables are in light of their importance in the final model. Similarly, it 

may be also true that one should perform further heterogeneity analysis in order to find out data distributions. 

Then we may go ahead to purify those data outsiders through the improvement of a better influenza drug such 

as the extension to the effective period of a vaccine. However, as I have mentioned before, I only want to 

discover how our environment may affect the cases of influenza infected. Therefore, heterogeneity analysis is 

out of the scope of the present discussion. On the other hand, if we can invent an air purification machine which 

can immediately generate the indoor air heterogeneity model and eventually eliminate those pollutants like 

CO2 and NO2, then this can be a great achievement in the treatment of COVID-19 and the prevention of 

influenza infection. One may even go a further step, when the machine can compute the minimum path (by the 

Euler Lagrange Equation) during the instantaneous time of squirt from a COVID-19 patient and filter (catch) 

those virus, one can even drop down the transmission rate of such disease. 

 

For the later part of my HKLam theory, one may establish a required linear regression model for the necessary 

prediction wanted. Indeed, it is also true that for a random chance phenomenon, we may stimulate the same 

situation through the monte-carol one by the following steps6: 

 

1. Establish a suitable probability distribution; 

2. Accumulate the distribution in step 1; 

3. Set the random number intervals; 

4. Generate the random numbers; 

5. Find the answer of question that prescribed by using the above four steps. 

 

Actually, my HKLam theory differs from the Monte-Carol stimulation that it has the ability to catch the but-

terfly effect occurring in the nature phenomena like the earthquakes or weather prediction etc. My theory has 

the properties of net-seizing — it can be in a relaxing status or in a tension whenever necessary to be applied 

for the object (most likely the butterfly effect) that has fallen in it (Lam March, 2020). Then one can maintain 

a high flexibility of controlling chaos or even create an equilibrium between linear dominos and disorder chaos. 

As in the first part of my HKLam Theory is concerning the Bayesian tree, one may apply the Monte-Carol 

simulation to compute both of the forwarding and the converse of Bayesian Inference (or conditional proba-

bility distributions) for the corresponding cancer mutations as I have mentioned in Lam Dec, 2019. In addition, 

we can minimise the predictive error function by modified Bayesian optimisation that supplemented with dia-

lectic method (Lam May, 2016) for the best machine learning rate. Practically, the modified Bayesian optimi-

sation is the surrogate loss function with the SPO+ loss one7. Since, the above (real data fitting) predictive and 

optimisation procedure belongs to the in-depth study of computer science. At the same time, we can update the 

above stated procedure for the model predictive controller which is widely used for the advance process control 

in different industrial applications. In realities, the heterogeneity system as mentioned before can be matched 

with the model predictive controller for the best predictive purification of indoor atmosphere with minimum 

number of virus appeared.  

 

Practically, I will outline the philosophy of air purification. One may program our previous machine for stim-

ulation of the indoor atmosphere. We may do this event by first applying the Bayesian distribution for the 

COVID-19 patients’ squirt. Then the machine will predict all of the feasible paths for the virus transmission. 

The following step is the machine’s calculation to find the minimum of the path according to the Euler La-

grange equations. We may then optimise the least of number of COVID-19 virus that appeared in the path and 

                                                 
6 https://www.nature.com/articles/s41524-018-0137-0 
7 https://arxiv.org/abs/1710.08005 

https://www.nature.com/articles/s41524-018-0137-0
https://arxiv.org/abs/1710.08005
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cannot lead to the infection. Next, the machine will perform the heterogeneity analysis to select those pollu-

tants. Finally, one may apply my HKLam Theory to capture most of the virus (COVID-19) or pollutants (NO2) 

on the minimum path etc. Hence, we may filter our air. The outcome is one can minimise the infection or the 

death rate and can be compared with the risk management before making any important decisions (Lam March, 

2020). However, this paper will not concern fully how the machine be made. Only the conceptual parts of the 

computer programming codes and electronics (Lam Jan, 2019 & June, 2019 & March, 2020 ) will be discussed. 

The implementation (reality) details are indeed out of the scope of my present papers’ study. 

I note further that, in partial least square-structural equation model (PLS-SEM), rather than the linear relation-

ships between constructs, there are also cases of non-linear relationships for those latent variables. One of the 

possible way to solve the problem is through the logarithmic transformation. In other words, we may apply the 

base 10 logarithm to every observation. Hence, for the quadratic effects, we may have for example: 

  Y2 = 2Y1 + Y1
2 

For the cubic effects, we may have for example: 

  Y2 = 2 Y1 + Y1
2 - Y1

3 

 

Although I cannot exclude the possibilities of quadratic or cubic effects in the present weather-influenza pattern 

model, it seems from the major result (CO2 acts as the mediator-moderator) that these effects do not show 

great influence to the role of CO2.  

   

According to Joseph, et al., 2018 (p.137), one may reduce the temperature variable into three types — hottest, 

warmest and the coolest. Thus, temperature may be a categorical moderator variable (non-theoretically) that 

splits the data set into three groups. Then we may need to estimate three separate models. That is we may need 

to further perform heterogeneity analysis between these three groups. However, as I only want to find out how 

the pollutants like CO2 may affect the weather-influenza infection pattern, the average temperature data is 

applied in the model (a kind of methodology or even a philosophy) instead of an in-depth permutation test 

among the stated three groups. 

  

Finally, I remind that the second generation activity theory is very similar to the model 91 that I have discovered 

for the weather-influenza case pattern. When one goes into a depth, one may discover that there are interactions 

underlying among complexity theory, chaos theory and activity theory8,9. One may further expand the second 

generation activity theory to the third generation or even the fourth one for the complexity of our weather 

system (or even to model the atmospheric changes). Hence, one can use the net-seizing properties in HKLam 

theory to manipulate it. 
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