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ABSTRACT: Anomalous note changes in music melodies are a major concern in 

several automatic music content analysis tasks. When ‘the musically scale un-related 

notes’ occur in the note sequence, it will provide less pleasant melodies. These 

‘uncommon’ notes are the situations which refer as the ‘anomalous notes’ in a 

particular melody. Identifying and eliminating the effects of these note changes will 

helpful to enhance the results in automatic melody evaluation, as well as in automatic 

melody transcription. In order to address the above issue, this paper proposes an 

approach to detect anomalous notes changes of unknown monophonic melodies. The 

proposed model is designed with two main phases with the applicable machine learning 

and signal processing techniques. Within the first phase, melodies are processed to 

have their pitch estimations. After the pitch estimation, a note event model has 

employed with the application of Long Short -Term Memory (LSTM) Neural Network 

for the detection of anomalous note changes. A set of recorded sample melodies are 

used as the dataset to evaluate the model. The dataset was collected only for the main 

seven major scales in music. The model was able to detect anomalous note changes 

with an overall accuracy of 68.2% for the used dataset. 
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INTRODUCTION 
 

Music is a creative way to express the emotions of human beings beautifully, as the 

combination of vocal and instrumental sounds. It is a type of language which is common 

for everyone in the world. People are tending to try new music creations all over the 

world. Today, it becomes popular with the usage of modern technologies. A typical 

approach to music creation has been to use music production software that has pre-

programmed musical structures such as rhythm patterns, music clips [1, 2, 3] etc. The 

users would record, experiment and combine the musical structures in order to come up 

with a final music creation. However, non- musicians might find it difficult to use this 

approach due to lack of domain knowledge in music. A more suitable approach would 

be to provide users with an accompaniment music track to sing along with it. The 

accompaniment music track   is usually be a pre-produced track based on a popular 

song.  

 

Everyone has tried to hum a song even without the domain knowledge of music. Also, 

some people are trying to play musical instruments without prior knowledge of music. 

They may try their own new experimental creations as well. Though, for these 

situations, it is necessary to have some sort of evaluation process for their new melodies. 
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To address this, we can find several applications which provide the ability for users to 

have their own musical creations. Automatic melody evaluation is an important fact to 

be considered in such applications, especially for musically untrained users. While a 

process of performance evaluation of any melody is encountered, it will occur some 

patterns or any other rhythm of notes within that particular melody. But when non-

musicians / musically untrained users are trying to have their own melodies, they may 

have some unnecessary note changes in their performances. However, in some 

occasions, even the musically trained users may have some ambiguous note events in a 

melody which lead to having anomalous note changes. Therefore, there may be some 

unclear/unpleasant states in that particular melody. However, identifying these kinds of 

effects is not a simple task.  

 

When we try to have an automatic singing skill evaluation or any other kind of 

automatic music melody evaluation, we must perform various technical approaches to 

classify the input melodies according to their performance. However, ‘the automatic 

melody evaluation’ process depends on a set of decidable facts such as the features 

which we are using for the evaluation process, the noisiness of the input melodies, 

anomalous note changes in singing/playing melodies, fold responses of melodies, etc. 

When we try to have an automatic singing skill evaluation or any other kind of 

automatic music melody evaluation, we must perform various technical approaches to 

classify the input melodies according to their performance. However, ‘the automatic 

melody evaluation’ process depends on a set of decidable facts such as the features 

which we are using for the evaluation process, the noisiness of the input melodies, 

anomalous note changes in singing/playing melodies, fold responses of melodies, etc. 

 

Music melody is a collection of notes which are arranged in a musically satisfying 

manner. Therefore each melody should have a pattern of notes according to its pitch, 

chord and the scale. Thus, within this note arranging, there may be some situations 

which are uncommon and ambiguous regarding the pitch, chord and the scale of that 

particularly considered melody. If we consider melodies which include those type of 

anomalous notes, there is a probability of falsifiable results in melody evaluations. Also 

in melody transcription, these ambiguous situations lead to some false note key 

detections. The ambiguity occurs because of the harmonic and variations within the 

melodies. Note that all ambiguous situations in a note sequence cannot consider as 

anomalies because of the involvement of harmonies and variations. Therefore 

identifying anomalous notes changes and their effects, involves a valuable step in 

melody evaluations in the context of music content analysis. In here an anomalous note 

event is defined as a scale unrelated note occurrence of a melody. 

 

BACKGROUND 
 

Melody evaluation is a process of figuring out a set of feasible features and making 

decisions about them according to the structure of the music. According to the focused 

set of features, evaluation results can classify as ‘good’ or ‘poor’. 

 

For the process of feature extraction, we have a large collection of music features such 

as pitch, vibrato, tempo, etc. But it is challengeable to handle the interaction of these 
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music information facets for such kind of evaluation of a melody. In the literature, they 

have already encountered this issue as ‘The Multifaceted Challenge’ [4]. 

 

In order to come up with a final music creation as a complete song, it should be a 

combination of at least a single vocal melody and some instrumental melodies [5]. The 

sound which consists of a particular pitch and a duration is referred to as a musical 

‘note’ whereas the sequence of notes arranged in a musically satisfying manner is 

referred to as the ‘melody’. When a particular melody is consisting of only one singing 

voice (single vocal melody) or only one instrumental melody (single instrumental 

melody), it is called a ‘Monophonic Melody’. When a melody does not have its beat 

arrangement or previously estimated facts, it is called an ‘Unknown Melody’. 

 

Notes can be identified as the fundamental units in a music melody. Each note has its 

own duration and a pitch, which is an identifiable fact that refers to a single sound in 

the complete range of sound [6, 7, 8]. Simply, these set of notes consists of different 

keys which can be named as C, D, E, F, G, A and B. Apart from these major keynotes 

there are five other note keys (C♯/D♭, D♯/E♭, F♯/G♭, G♯/A♭, A♯/B♭), which called as 

sharp (♯) notes or flat (♭) notes. 
 

The pitch difference between two adjacent notes is referred to as an interval. These 

intervals with pitch frequency ratio 2:1 are called as octaves. Each octave is divided 

into twelve notes in western music and it is referred to as the ‘Chromatic Scale’. This 

twelve-note pattern defines the frequency of each note pitch using the following 

equation. 

 

f = 2x/12fbase                                                 (1) 

 

The intervals between the two adjacent note pitches are measured in semitones [9]. This 

chromatic scale can be noted with sharp signs when ascending and flat signs when 

descending. Sharp (♯) raises the sound by one semitone and flat (♯) lowers the sound 

by one semitone. Figure 1 shows the twelve notes in the chromatic scale.  

 

There are twelve major Scales correspond with one of the twelve notes in the chromatic 

scale and each scale consist with seven notes. The difference of the third and fourth 

notes for each of these scales is a semitone and the difference between all the other two 

adjacent notes is a tone. Each and every melody should include a set of these distinct 

notes in different octaves, according to the scale of the melody. Table 1 shows the main 

seven major scales with the relevant notes. 
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Figure 1: Chromatic Scale in Music 

   

If we consider a simple three-note sequence in C major scale as C, D, and E♭, the ‘E♭ 

note’ is not a common related note within the C major scale (as shown in the Table 1). 

Thus, this situation can be considered as an anomalous note event in the sense of 

unknown monophonic melodies. 

 
 

Table 1 : Seven Major Scales in Music with Notes 

 

 

 

LITERATURE REVIEW 
 

Anomaly detection of unknown monophonic melody is actually a combination of 

several computational music content analysis such as singing skill evaluation, melody 

transcription, music note detection and computational anomaly detection 

methodologies. In the context of unknown melodies, it also involves a way to identify 

the anomalies of a melody note sequences. 

 

A. Singing Skill Evaluation Approaches 

Singing skill evaluation approaches are the most common type of melody evaluation 

approaches that can be found in literature. According to the used features, we can 

classify the melody evaluation approaches into two main categories as pitch based 

approaches [10, 11, 12] and tempo-based approaches [13, 14]. In both approaches they 

have used several feature sets with different types of models and neural networks such 
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as HMMs and ANNs. They have mentioned the limitations that they have observed in 

their methodologies to have less reliable results. However, in the context of singing 

skill evaluation, they were able to have applicable methodologies and techniques to 

obtain good results with a limited set of features. 

 

B. Note Detection and Melody Transcription Approaches 

Melody transcription is the process of converting the audio melodies into the sequence 

of notes. Simply, this is an automatic way of having a more precise score information 

for a vocal melody. Score information includes all the temporal estimations and timing 

estimations between each and every note pair. It tries to convert the melody signal into 

note keys by finding pitch estimations to the relevant MIDI standard note numbers. In 

order to do that, there should be a technique to identify and detect the notes in a melody. 

 

Despite the difficulty, vocal melody transcription is still an important topic in music 

information retrieval field, as it enables computers to extract the information carried by 

singing and facilitates the direct musical interaction between humans and computers 

[15]. Though as in literature, generating a more accurate and precise note sequence is 

still a hard task. But there are some well-defined methods that they have tried to achieve 

this goal with the use of signal processing and machine learning theories. 

 

Ryynnen has done several approaches for melody transcription for different kind of 

melodies such as polyphonic melodies, homophonic melodies, and monophonic 

melodies. Among those, he has proposed a model-based method for automatic note 

transcription of monophonic melodies based on two probabilistic models [16]. First one 

is a note event model which is based on Hidden Markov Models (HMM). It has used to 

represent note candidates. As the second model, a musicological model has used for the 

key estimation and likelihoods of different note sequences to examine the transitions 

between note candidates. 

 

He has used a HMM to limit the dynamics of their pitch estimates. Though, this 

approach will be helpful to identify the process of generating note sequences. In this 

study, there is an attempt to eliminate some kind of predefined ambiguous notes during 

their transcription model. 

 

With the idea based on Ryynnen’s method of using HMM, Sebastian Bock and Markus 

Schedl have proposed another way of piano note transcription with Recurrent Neural 

Network (RNN) [17]. They have targeted the polyphonic melodies in their approach. 

But it is based on a RNN to simultaneously detect the onsets and the pitch values of the 

notes from spectral features. The memory units in RNN are used in a bi-directional 

neural network to model the context of the notes.  

 

Mauch et al. has proposed a software tool (called as Tony Software) for the interactive 

annotation of melodies from monophonic audio recordings [18]. In their approach, they 

have done a melody transcription based on their own pitch detection and note detection 

algorithms. They have employed two valuable post-processing steps to increase the 

accuracy of the system. In the first step, an amplitude-based onset segmentation has 

used to separate consecutive notes of similar pitches. In the second step, they have used 
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a threshold value to discard the unnecessary note events. This is a special kind of 

technique to eliminate exceptional notes which can be 

considered as anomalous notes. 

 

Fundamental frequency estimation and pitch detection are the most fundamental steps 

in note detection. This is the main step that followed by several other steps to achieve 

the final detection of notes. This kind of pitch detection is involved in each and every 

computational music-content analysis technique. Therefore, each melody transcription 

approach has conducted a special considerable analysis on pitch detection.  

 

Among them, YIN algorithm has proposed a more precise way to detect the 

corresponding pitch for melody notes [19]. YIN includes a number of mathematical 

formulas for the estimation of the correct pitch. In above mentioned Ryynnen’s 

proposed method [16], he has analyzed each step of this algorithm and stated a 

conclusion of the algorithm for the better performances. Also in Tony software [18], 

they have used their own defined algorithm called as pYIN [21], which has defined 

based on the YIN algorithm. 

 

C. Anomaly Detection Approaches 

As automatic ways of detecting anomalies, different anomaly detection approaches 

have been analyzed to identify their applicability for the music melodies. As in [17], 

there are some combinations of common anomaly detection methods with the music 

note events handling approaches. Thus, this study was conducted to analyze the features 

and their applicability of common anomaly detection methods which can be used in the 

domain of melody note estimation. 

 

In [21], a time series anomaly detection approach has been done to utilize machine 

learning and statistical approaches to classify anomalous drops in periodic, but noisy, 

traffic patterns without a large body of labelled examples. As the first step of their 

approach, they have used TensorFlow to train their various models including DNNs, 

RNNs, and LSTMs to perform regression and predict the expected value in the time 

series. As the second step, they have created anomaly detection rules that compared the 

actual values to predicted values. At the later part, they have provided the confusion 

matrices for each model that they were investigated. In above mentioned automatic 

piano transcription [17], they have already used these kinds of LSTM application to 

detect the notes in a more accurate way. 

 

In the study of Collective Anomaly in [22], a Long Short Term Memory Neural 

Network has employed to identify the anomalies in collective data set. They have 

provided descriptive details in each step to analyze the process of LSTM in the sense 

of collective anomalies. 

 

Another study on anomaly detection in time series has done based on the long short 

term memory networks in [23]. In their approach, the network has trained on non-

anomalous data and used as a predictor over a number of time steps. They have 

proposed a stacked LSTM based prediction model for the experiments and within that 
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proposed model they were able to detect anomalies using the prediction error 

distribution. 

 

 

DESIGN 
 

Analysis of the limitations of melody evaluation was able to figure out the important 

facts of music notes anomalies such as what are the possible note patterns to have 

ambiguities, what type of uncommon changes are there, how the note distances are 

going to have uncommon changes etc. As an example, we can find that there is a low 

probability to have flat notes in the scale of C major. Therefore, if a melody has that 

kind of note patterns, it is a considerable point in the design phase. Thus, that kind of 

patterns and estimations are encountered in parallel to other analyzing stages. Though, 

the anomalies within note events are defined as any type of scale unrelated note 

changes. 

 

However, in music melodies, it is possible to have scale related/unrelated variations and 

harmonic parts within melodies. Especially, harmonization can be found easily in 

singing. But when it comes to the context of monophonic melodies, the probability of 

having that kind of situations is very lower than the other textures of the music. Though, 

this anomalous note change detection has designed under the assumption that the 

unknown monophonic melodies do not contain any harmonic/variation point within a 

single type of sound. The overall design is proposed to handle only the monophonic 

melodies under the above assumption. 

 

The overall design of the proposed approach is composed to follow several steps. These 

noted steps have addressed throughout the literature review as a combination of 

different areas. This approach should follow a flow of steps which is more like the 

melody transcription process. But in advance, required steps should follow a set of well-

defined techniques to have a more accurate way in anomaly detection. It is easy to 

observe that the required process does not need the entire melody transcription here.  

 

Therefore, this research is designed to have a combined process of different steps. Each 

step has identified as a special part of a model. Figure 2 shows the interconnection of 

these identified phases as a high-level research design. Melody processing consists of 

several steps to follow and the audio melodies are sampled into several frames. The 

note event model has employed with a LSTM, which is a special kind of RNN. The 

note event model is the most important part of this anomaly detection approach. 
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Figure 2: High-Level Research Design 

 

A. Melody Processing Steps 

The main aim of this study is to have a way to determine the note sequence anomalies 

of melodies. Typically, each note is directly mapped to have a pitch value. Though, as 

the first phase, music melodies should process to identify the fundamental estimations 

for their pitch values. This involves several audio processing techniques and 

methodologies to follow. Figure 3 shows the basic steps that need to follow, as the 

melody processing steps.  

 

As the unknown melodies are involved, recorded melodies already contain noisiness 

and some points in silence. Those silent points can be considered as the time gaps 

between some notes in the melody. As this study only considers the note changing 

events, these silence points make no sense in the context. Therefore, a pre-processing 

technique is used here to minimize the captured unwanted points in recorded vocal 

melodies. 

 

As an important fact of the needed pre-processing, it is not going to cut off any part 

which has at least a single point of sound. Each sound point may provide valuable 

information regarding a minor note change in the melody. There can be unnecessary 

out-pitch estimations for this kind of minor estimations as well. This pointed issue has 

already handled under the tuning phase after the pitch estimation. 
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Figure 3: Melody Processing Steps 

 

Pitch detection is the valuable steps of melody processing. This step is going to use the 

facts of vocal melodies to have some meaningful estimations. Therefore, pitch’ is the 

main feature that is going to be extracted from audio recordings in order to estimate the 

pitch intervals. There are two types of pitch detections as Time Domain Pitch Detection’ 

and Frequency Domain Pitch Detection’, whereas this study follows the frequency 

domain pitch detection technique. Pitch value is denoted as a frequency value for each 

point of melody (measured by Hertz (Hz)). YIN algorithm is chosen to use in this study 

for pitch detection, as originally proposed by Cheveigne and Kawahara in [19]. Figure 

4 shows the YIN pitch estimation for a single note melody.  

 

Typically, in the context of music, pitch values are defined based on the key distribution 

in a piano. A standard modern piano has 52 white keys and 36 black keys which 

distribute across seven octaves and three extra keys. As mentioned in the literature 

review, an octave consists of twelve keys as seven white keys for natural notes and five 

black keys for sharp/flat notes. Piano keys are named to represent their music notations 

with their location of the octave. For an instance, the A’ note key in the 4 th octave is 

named as the key A4’ in a piano. Thus, a standard modern piano has named its keys 

from A0 to C8 and the middle C’ is denoted as C4’ in this format. When playing the 

piano, this 4 th octave is the most used set of keys. In here, this representation is referred 

to as the ’Pitch Note Representation’. 
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Figure 4: YIN pitch estimation for single note melody (‘E Note’ in first octave) 

 

Each and every pitch notation in the above representation has its own unique frequency 

value. These pitch values are used to estimate the corresponding note for each time lag 

in a melody. In literature, all melody transcription techniques have followed this 

standard pitch notation values to obtain the notations even from a simple melody. These 

values are very useful in MIDI representation of melody transcription. Each of these 

notes has its own MIDI number in a standard way. But 

for this study, MIDI numbers are not needed, and hence only the estimated pitch values 

are used for further enhancement. Standard fixed pitch values for 4th octave notes are 

presented in Table 2. However, the pitch values for human singing can differ from these 

values within small range [24]. But they can be mapped to the standard representation. 

 

 

 

Table 2 : Frequency values for Notes in 4th Octave 
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Pitch tuning is the process of determining more accurate values for the pitch estimations 

by applying technical improvements. In this approach, a tuning process has applied as 

the final step of the YIN implementation. It uses a simple methodology as a part of the 

parabolic interpolation to obtain better estimation. Figure 5 shows a sample pitch 

estimations before and after the tuning process 

 

 

But even after the tuning process, it is very hard to find the correct note pitch for each 

and every point in time. For an example, a melody can have a value of 268 Hz as the 

estimated pitch value at one point. But that value is not the exact value for any note in 

any octave. 268 Hz is in between C4 and C#4 in the pitch notation representation. As a 

solution for this, a min-difference technique has applied to figure out the relevant pitch 

note. Following is the basic difference function which is used here.  
 

∆x = | xest – xref |                            (2) 

 

Here, xest is the estimated tuned pitch value and x ref is the reference pitch value which 

is taken for the closest two pitch note values in pitch note representation, one by one at 

a time. That means the estimated tuned pitch value is taken to pair with every note value 

in the pitch note representation. So, the absolute difference is taken as ∆x for each pair 

and, the minimum value is considered as the correct one. Though, the xref value is 

assigned as the pitch note estimation when the absolute difference between that xref 

value and the estimated tuned pitch value (xest) is the minimum. 

 

B. Note Event Model 

As this proposed approach is mainly focusing on the context of note changes in a 

melody, the note changes should be identified through the reference pitch values. After 

identifying the relevant note changes, a machine learning model has employed to 

determine the anomalous note changes in a particular melody. Thus, this note event 

model is composed of two major components as shown in Figure 6. 

Figure 5: Pith Tuning Example 
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The term ‘Note Event’ is a widely used concept in different domains of music content 

analysis. In the context of anomalous note change detection, a note event has identified 

as a simple change of a note estimation which only based on its pitch value. Time 

intervals or time gaps between two estimation points are not an important fact in order 

to identify a note change. Therefore, only the pitch values are considered for this note 

event estimation. But in advance, note events are defined within a single octave range. 

All detected reference pitch values are given a score regarding its note by ignoring its 

octave. This provides two notes in two octaves which have the same key note, as a 

single score in note event range. For an example, there can be two notes in key A in 

two different octaves as A3 and A4. But when the note event is encountered, both of 

these two notes are getting a single score which represents the note A in note event 

range. 

 

A melody is also consisting with repetitions of the same note in nearby estimations. But 

in the context of identifying note changes, only the first occurrence of a note estimation 

is considered, and all the immediate repetitions after that position are ignored. However, 

if the same note occurs once after some other notes (when it is not a consecutive 

occurrence), it is considered as another note event. 

 

For an instance, Figure 7 shows a simple note sequence of a melody. The corresponding 

note sequence for that western music notation is ‘C, C, C, E, E, E, G, G, G, E, E, E, F, 

F, F, F, G, A’. It is easy to see that, there are some repetitions of the same note in nearby 

positions in the sequence. ‘Note C’ is repeated three times in first three positions. ‘Note 

E’ is repeated three times in second, third and fourth positions and again three times 

from ninth position. ‘Note G’ and ‘Note F’ also have same kind of repetitions within 

the sequence as well. Therefore, the corresponding note events are identified as ‘C, E, 

G, E, F, G, A’ for the above note sequence. These are the note changes that can be 

identified in that particular note sequence which denoted in the Figure 7 and Figure 8 

shows the pitch value distribution and corresponding note event estimations for the 

above note sequence. 

 

 

Detected note events are the inputs for the most important phase of the note event 

model. These note events are also represented by a pitch value. Therefore, it is 

Figure 6: Note Event Model Components 

     Figure 7: Example note sequence for note event detection 
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considered as a note sequence which does not have the same note consecutively. Each 

collection of these note events should have a set of unique note patterns according to 

the scale of the considered melody. However, in the domain of harmonic melodies, this 

can differ as well. But for monophonic melodies, the set of notes associated with each 

scale in music can be easily determined. Although, these set of notes for each scale 

performs a musically satisfying note pattern within a melody. In here, once a scale 

unrelated note occurs within a pattern, it is considered as an anomaly. These patterns 

only represent notes, which occurs after a change of pitch value. These note event 

changes are considered as anomalous note changes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Note event estimation example 

 

After estimating the note events within the note event model, it uses a LSTM for the 

anomaly detection of those note event patterns. In here, a LSTM model has used as a 

sequence prediction-based model for the scale unrelated note detection as the 

anomalies. The model first converts the detected note event sequences as sub sequences 
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based on the predefined note sequence length. Each predicted note event is then 

compared with the actual note event in order to determine the scale relationship between 

those two. Final anomaly prediction is then decided based on that procedure based on 

the trained LSTM. 

 

 

EVALUATION AND RESULTS 

 

As the required monophonic melody dataset, a set of recorded audio melodies are 

considered as the unknown monophonic vocal and instrumental melodies. All of these 

are recorded in WAV format, which is a lossless audio format. Each sample audio 

contains 12 to 16 seconds long melodies. However, the proposed design is analyzing a 

set of notes as a sequence one at a time. Therefore, it is necessary to have a set of 

melodies which includes a large set of patterns in all the scales.  

 

The model has designed to use only major scale patterns, and therefore the dataset 

includes melodies with different types of patterns of all major scale as much as possible. 

This is a very important fact to train the LSTM model with more possible patterns. But 

in the real world, some music scales occur in very few songs or melodies. As an 

example, there are only a few Sinhala song melodies in B major scale. Therefore, it is 

hard to have an equal no of melodies for each scale type. The dataset has performed 

with melodies in all seven major scales as much as possible.  

 

The model has trained with a set of melody note patterns in main seven major scales 

which includes more precise scale related notes. The model was designed to train on 

note event sequences of predefined length and to predict the next note event of that 

sequence. In order to have an unbiased training process, the training data has collected 

across all considered seven major scales as presented in the Table 3. The LSTM model 

was trained with for 150 epochs with the batch size of 64 samples. 

 

 

 

Table 3  : Training Dataset 
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The trained model has tested with a set of unknown monophonic melodies, which 

already contains melody samples of considered seven major scales. Table 4 shows the 

testing dataset which has also collected across the major scales. This test data set was 

collected from a melody set which has less pleasant melodies. The reason for taking 

that kind of melodies for the testing process is to have much more scale unrelated notes. 

Note events are detected through the estimated pitch values of the melodies. As in the 

training process, note event sequences of the same predefined length are tested to 

predict the next note event of the pattern. The predicted note event is then tested with 

the actual note event of the sequence. Final prediction decision has taken upon these 

two note events based on the distance measure.  

 
Table 4 : Testing Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Error Rate and Accuracy for the anomaly predictions are calculated using following 

two equations. 

 

Table 5 represents the results obtained from the model for each pattern in each group 

of scale. The performance of the anomaly detection was measured with error rate for 

each major scale category. As mentioned there, the model was able to achieve 68.2% 

overall accuracy.  
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Apart from this noted testing dataset, an additional evaluation has done for the note 

event model with a monophonic piano melody data set. The main aim of this additional 

evaluation is to compare the performance of the model between two different data 

representations. The piano melodies that used here are collected with their MIDI pitch 

value representations. Therefore, those melodies do not need the initial pitch detection 

as their pitch values are already known. Results for this sample piano melody dataset 

are presented in Table 6. 

 
Table 6  : Performance of the model for piano melody dataset 

 

 

 

 

 

 

 

 

 

 

 

 

The results and the analysis of the pitch detection phase indicate that the pitch 

estimations were obtained in more accurately with the use of a tuning algorithm. If this 

pitch detection was not capable of providing more reliable estimations, then there is a 

chance to have falsifiable predictions within the note event model. 

 

The note event model was designed with a LSTM Neural Network as a sequence 

prediction model. The evaluation results for the unknown monophonic data indicates 

that the design of this prediction model is applicable to the detection of anomalous note 

changes. 

 

With the comparison with piano melodies of MIDI note references, it is clear that the 

model can perform better when the pitch estimations and note event estimations have 

Table 5: Results for test data 
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their best values. Though, a better pitch detection methodology can improve the 

performance of the entire model. 

 

CONCLUSION 

 

This approach was designed to have a more generalized way of anomalous note 

detection in the context of computational music content analysis. Melody evaluation 

approaches were analyzed to identify its limitations and barriers which lead to having 

weak performances. The effect of anomalous note changes was then highlighted among 

them and had an individual analysis based upon that effect.  

 

Anomalous note changes were defined as the scale unrelated note changes of a melody. 

Effects of harmonies and other variations of melodies are ignored, and all the melodies 

were considered as just simple monophonic melodies. Among the identified uncommon 

note events, a rule set for its scale was defined to remark the anomalies in the note 

sequence in a melody. LSTM Neural Network has used for the final the anomaly 

detection which have already used in computer-based music content analysis 

approaches such as melody transcription, melody creation etc. The overall accuracy has 

obtained as 68% for the used dataset of unknown monophonic melodies. 

 

FUTURE WORK 

 

This study was mainly designed to focus on unknown monophonic melodies. A 

monophonic melody is the simplest texture of music. It is the biggest limitation as an 

approach for anomalous note change detection of any kind of melody. The monophonic 

melodies are considered to have no harmonic or any other variations within the 

melodies in order to detect the scale unrelated note changes as anomalous note changes. 

Therefore, this study of anomalous note change detection was designed to follow an 

accurate way of anomaly detection in a selected category of music melodies under 

certain conditions. 

 

Identification of different types of variations of the pitch can provide more reliable 

results for anomalous note change detection regarding the scale unrelated note events. 

Thus, this study can be further implicated to have such a way to distinguish the 

variations of the pitch from anomalous note changes. However, for polyphonic 

melodies, it is difficult to identify anomalous note events among two or more 

simultaneous pitch sounds. But it is possible to conduct a more complicated approach 

based on this study, to perform under polyphonic melodies as well. 
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