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ABSTRACT: Data mining means mining knowledge from large amount of data. 

Classification is one of the essential role in the field of healthcare. Diagnosis of health 

conditions is a very important and challenging task in field of medical science. There are 

various types of diseases are diagnosis in medical science. Heart disease is the leading cause 

of death in the world over the past ten years. Heart diseases classification is one of the 

important problems in medical science because it is directly related to health condition of 

human body, this type of disease can be solved by proper identify and carefully treatment. In 

this paper Attribute selection, Naive Bayes, Gini index and Bayesian classification are 

applied for heart disease data.  And also compared for classifying the accuracy. 

 

KEYWORDS: Attribute Selection Measure, Naïve Bayes, Gini Index, Decision Tree, and 

Classification. 

 

 

INTRODUCTION 

 

Data mining is a young and promising field of information and knowledge discovery (Han et. 

al 2011). Mai Shouman et. al (2012) proposed a model for measuring if applying data mining 

techniques to heart disease treatment data can provide reliable performance as that achieved in 

diagnosing heart disease patients. The main objective of this research work is to provide an 

approach for diagnosing the heart disease of the patients. It was found that more than one in 

the three adults is found diseased because of heart problems as per the reports of the World 

Health Organisation (W.H.O.). These disorders of the heart diseases are termed as 

cardiovascular diseases. The Cardiovasculardiseases affect 17 million people worldwide a 

year due to heart attacks. 

 

Niti Guru et.al (2007) proposed the prediction of Heart disease, Blood Pressure and Sugar 

with the aid of neural networks. Sellappan Palaniappan et.al. (2008) developed Intelligent 

Heart Disease Prediction System (IHDPS) using data miningtechniques. Kiyong Noh et.al 

(2006) has been placed forth a classification method for the extraction of multi parametric 

features by assessing HRV from ECG, the data pre-processing and the heart disease pattern.. 
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Latha Parthiban et.al (2006) projected a move towards on the basis of coactive neuro-fuzzy 

inference system (CANFIS) for the prediction of heart disease. Hanen Bouali and Jalel 

Akaichi (2014) compared different classification techniques. This comparison shows the 

support vector machine performance with higher accuracy.Acharya et al. (2002) have used 

heart rate data as the base signal for classification. George Gomes Cabral and Adriano Lorena 

In´acio de Oliveira (2014) presentenced an analysis of medical data aimed at determining 

whether or not patients are cardiac. 

  

 Kim et al.(2005) evaluated the current treatments for chronic heart failure using a decision 

tree and compared the results with those of large-scale clinical trails.Das and  Sengur 

(2009)applied classification techniques such as Naive Bayes, Decision Tree, neural network 

and kernel density and were compared for classifying the accuracy. In this work, decision 

trees for attribute selection measure, Gini index and Naïve Bayes classification techniques are 

used for heart disease data. 

 

MATERIALS AND METHODS 

 

We collected a multi-dimensional heart disease dataset. This multidimensional heart disease 

dataset contains 100 samples with 5variables (chest pain, rest_bpress, rest_electro 

andexercise_angina).The data is collected from the website: 

https://archive.ics.uci.edu/ml/datasets/Heart+Disease. All 100 observations were classified 

positive and negative using Attribute selection measure, Gini Index and Naïve Bayes 

classification. 

 

Method 

 

ATTRIBUTE SELECTION MEASURE 

The information gain measure is used to select the test attribute at each node in the tree.  

Such a measure is referred to as an attribute selection measure or a measure of the goodness 

of split. The attribute with the highest information gain is chosen as the test attribute for the 

current node.  

Let S be a set consisting of s data samples. Suppose the class label attribute has m distinct 

values defining m distinct classes, Ci (for i=1,…,m). Let si be the number of samples of S in 

class Ci . The expected information needed to classify a given sample is given by 

   i

m
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                              …(1) 

Where pi is the probability than an arbitrary sample belongs to class Ci and is estimated by si/s. 

The log function to the base 2 is used since the information is encoded in bits. 

Let sij be the number of samples of class Ci in a subset Sj. The expected information based on 

the partitioning into subsets by A is given by 
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 acts as the weight of the jth subset and is the number of samples 

in the subset divided by the total number of samples in S. The encoding information that 

would be gained by branching on A is 

Gain(A) = I(s1, s2,…, sm)- E(A)                                             …(3) 

 

Gini Index 

Let us denote by f( i, j) the frequency of occurrence of class j at node i (for m distinct classes 

of objects). Then, the GINI index is given by  
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When a parent node is split into p partitions, the quality of split is given by the GINI. 
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BAYESIAN CLASSIFICATION 

Bayesian classifiers are statistical classifiers.  They can predict class membership 

probabilities, such as the probability that a given sample belongs to a particular class. 

Bayesian classification is based on Bayes theorem.  Studies comparing classification 

algorithms have found a simple Bayesian classifier known as the naïve Bayesian classifier to 

be comparable in performance with decision tree and neural network classifiers.  Bayesian 

classifiers have also exhibited high accuracy and speed when applied to large databases.  

 

NAIVE BAYESIAN CLASSIFICATION  

Let D be a training set of tuples and their associated class labels.  Each tuple is represented 

by an n-dimensional attribute vector, X = (X1, X2,…,Xn), depicting n measurements made on 

the tuple from n attributes, respectively, A1, A2, … , An. 

Suppose that there are m classes, C1, C2,…, Cm. Given an unknown data sample, X, the 

classifier will predict that X belongs to the class having the highest posterior probability, 

conditioned on X.    Thus we maximize  XCP i
. The class iC  for which  XCP i

 is 

maximized is called the maximum posterior probabilities.  

 
   
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                                    …(4)               

 

Eqn. (4) derived from the Bays theorem. As P(X) is constant for all classes, only 
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 iCXP  iCP  need be maximized.  

 

RESULTS 

 

To compute the attribute selection measure for using information gain and Gini index. The 

highest information gain and Gini index is used for test attribute. 

 
Fig. 1: Attribute Selection Measure 

Thus from the Bar diagram attribute selection measure for information gain and Gini Index 

highest vales when compared to other variables blood sugar variable as the test attribute. 
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Chest_pain rest_bpress rest_electro exercice_angina  Disease 

atyp_angina Normal Normal No Negative 

Asympt Normal Normal Yes Positive 

atyp_angina High Normal Yes Negative 

atyp_angina High Normal No Negative 

Asympt High Normal Yes Positive 

Asympt High Normal No Negative 

atyp_angina prehypertension Normal No Negative 

Asympt Normal Normal No Negative 

Asympt prehypertension st_t_wave_abnormality No Positive 

atyp_angina High st_t_wave_abnormality No Negative 

non_anginal High Normal No Negative 

atyp_angina prehypertension left_vent_hyper No Negative 

atyp_angina prehypertension Normal No Negative 

 

Fig. 2: Decision Trees for Attribute Selection Measure 

 

Naïve Bayes Classification 

X=(chest pain = asympt, blood sugar = false, excersice_angina = yes, rest_bpress = high, 

rest_electro = normal) 

P(X│positive)= 0.08311 

P(X│negative)= 0.0209 

The naïve Bayesian classifier predicts “ Diagnosis = positive” for sample X. 

Y=(chest pain = non_anginal, blood sugar = True, excersice_angina = no, rest_bpress = 

Chest_pain rest_bpress rest_electro exercice_angina  Disease 

non_anginal High Normal No negative 

Asympt High left_vent_hyper Yes positive 

atyp_angina High Normal Yes positive 

atyp_angina High Normal No negative 

Asympt Normal Normal No positive 

Asympt High Normal Yes positive 

atyp_angina Normal Normal No negative 

Blood Sugar 

False 

True 
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normal, rest_electro = left_vent_hyper) 

P(Y│positive)= 0.1976 

P(Y│negative)= 0.1718 

 The naïve Bayesian classifier predicts “ Diagnosis = positive” for sample Y. 

 

CONCLUSION 

 

 This work focused the implementation of attribute selection measure for decision trees, 

Gini index and the naive Bayes classification for the Heart disease data.  

 From the analysis, it is evident that the classification formed is formation of 

classifications are different.  

 In decision trees and Gini index for attribute selection measure, when compared with 

other variables blood sugar has the highest information gain.  

 In naive Bayes classification the representative probabilities are predicted for an 

unknown sample.  

 In general, Bayesian classifiers have the minimum error rate in comparison to all other 

classifiers.  

 Naive Bayes classifier is better than the decision trees and Gini index.  
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