STATISTICAL INFERENCE FOR PARAMETERS OF GOMPERTZ DISTRIBUTION BASED ON GENERAL PROGRESSIVELY TYPE-II RIGHT CENSORED ORDER STATISTICS

M. M. Mohie El-Din\textsuperscript{1} and A. M. Sharawy\textsuperscript{2}

\textsuperscript{1}Department of Mathematics, Faculty of Science (men), Al-Azhar University, Cairo, Egypt
\textsuperscript{2}Department of Mathematics, Faculty of Engineering, Egyptian Russian University, Cairo, Egypt

ABSTRACT: In this article, we concluded the Bayesian estimations for the parameters of the Gompertz distribution (GD) based on general progressively type-II right censored order statistics (GPTIICO). The squared error loss function (SEL) and linear-exponential loss function (LINEX) and the generalization of the entropy loss function (GE) and Al-Bayyati loss function (ABL) are considered for Bayesian estimation. Finally, a numerical example is established to clear the theoretical procedures.
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INTRODUCTION


In failure data analysis, it is common that some individuals cannot be observed for the full failure times. GPTICOS is a useful and more general scheme in which a specific fraction of individuals at risk may be removed from the study at each of several ordered failure times. Progressively censored samples have been considered, among others, as solved by Davis and Feldstein [7], Balakrishnan et al. [4], and Guilbaud [10]. This scheme of censoring was generalized by Balakrishnan and Sandhu [3] as follows: at time $X_0 = 0$, units are placed on test; the first $r$ failure times, $X_1, \ldots, X_r$, are not observed; at time $X_i = 0$, where $X_i$ is the $i^{th}$ ordered failure time ($i = r + 1, \ldots, m - 1$), $R_i$ units are removed from the test randomly, so prior to the $(i + 1)^{th}$ failure there are $n_i = n - i - \sum_{j=r}^{i} R_j$ units on test; finally, at the time of the $m^{th}$ failure, $X_m$, the experiment is terminated, i.e., the remaining $R_m$ units are removed from the test. The $R_i$'s, $m$ and $r$ are prespecified integers which must satisfy the conditions: $0 \leq r < m \leq n$, $0 \leq R_i \leq n_{i-1}$ for $i = r + 1, \ldots, m - 1$ with $n_r = n - r$ and $R_m = n_{m-1} - 1$.

If the failure times are based on an absolutely continuous distribution function (cdf) $F$ with probability density function (pdf) $f$, the joint probability density function based on GPTICOS failure times $X_{r+1, m; n}, X_{r+2, m; n}, \ldots, X_{m, m; n}$, is given by

$$f_{X_{r+1, m; n}, X_{r+2, m; n}, \ldots, X_{m, m; n}}(x_{r+1}, x_{r+2}, \ldots, x_m) = A_{(n, m-1)}[F(x_{r+1}, \theta)]^{r} \times \prod_{i=r+1}^{m} f(x_i, \theta)[1 - F(x_i, \theta)]^{R_i}, \quad x_{r+1} < x_{r+2} < \cdots < x_m, \quad (1.1)$$
where,

\[ A_{(n,m-1)} = \frac{n!}{r! (n-r)!} \left( \prod_{j=r}^{m-1} n_j \right), \quad n_i = n - i - \sum_{j=r+1}^{i} R_j, \quad i = r + 1, ..., m - 1. \]

Through this paper, we concluded the Bayesian estimations for the parameters of the GD based on GPTIIRCO. The SEL, ABL, LINEX and GE loss functions are considered for Bayesian estimation. Finally, a numerical example is established to clear the theoretical procedures are obtained. For more details of the SEL, ABL, LINEX and GE loss functions see Al-Aboud [1], Al-Bayyati [2], Bernardo and Smith [5], Calabria and Pulcini [6], and Figueiredo [8].

Let \( X_{(r+1}, \ldots, R_m) < X_{r+2, m} < \ldots < X_{m, m} \) be the \( m \) ordered observed failure times in a sample of size \((n-r)\) under GPTIICOS scheme from the GD with probability density function (pdf) given by

\[ f(x, \alpha, \beta) = \alpha e^{\beta x - \frac{\alpha}{\beta} (e^{\beta x} - 1)}, \quad \alpha > 0, \quad \beta > 0, \quad x \geq 0 \]  \hspace{1cm} (1.2)

and the corresponding cumulative distribution function (cdf) is given by

\[ F(x, \alpha, \beta) = 1 - e^{\beta x - \frac{\alpha}{\beta} (e^{\beta x} - 1)}, \quad \alpha > 0, \quad \beta > 0, \quad x \geq 0. \]  \hspace{1cm} (1.3)

The hazard function at time \( t \) is given by

\[ H(t) = \frac{f(t)}{F(t)} = \alpha e^{\beta t}. \]  \hspace{1cm} (1.4)

The GD was introduced by Gompertz [9].

Bayes estimation

In this section, we have three types of loss functions, which are SEL, ABL, LINEX and GE loss functions. We apply these types in two cases, the first is known shape parameter \( \beta \) and the second is unknown shape \( \beta \) and scale parameter.

The likelihood function is

\[ L(\alpha, \beta | x) = A_{(n,m-1)} \left[ 1 - e^{\frac{\alpha}{\beta} (e^{\beta x_{i+1}} - 1)} \right]^{R} \prod_{i=r+1}^{m} \alpha e^{\beta x_i - \frac{\alpha}{\beta} (e^{\beta x_i} - 1)} \left[ e^{\frac{\alpha}{\beta} (e^{\beta x_{i-1}} - 1)} \right]^{R_i}. \]  \hspace{1cm} (2.1)

The case of known shape parameter \( \beta \)

For Bayesian estimation, we use here the natural conjugate prior density function for \( \alpha \) and the known shape parameter \( \beta \) is given by

\[ \pi(\alpha | x, \beta) = \frac{b^a}{\Gamma(a)} \alpha^{a-1} e^{-b \alpha}, \quad a, b > 0, \]  \hspace{1cm} (2.2)

Combining the likelihood function given by Eq.(2.1) and prior function Eq.(2.2), the posterior density of \( \alpha \) given \( x \) is
Bayes estimator based on squared error loss function (SEL) The Bayes estimators $\hat{\alpha}_{\text{BS}}$ of $\alpha$ based on SEL loss function given by

$$\hat{\alpha}_{\text{BS}} = E(\alpha|\mathbf{x}, \beta) = \int_{0}^{\infty} \alpha \pi^*(\alpha|\mathbf{x}, \beta) d\alpha = \frac{a}{b} \int_{a}^{b} (a + 1, b) \frac{d\alpha}{l(a, b)} \quad (2.3)$$

The hazard function $H(t)$ at time under the SEL loss function given by

$$\tilde{H}_{\text{BS}}(t) = E(1|t)|\mathbf{x}, \beta) = e^{\tilde{\theta}} \hat{\alpha}_{\text{BS}} \quad (2.5)$$

Bayes estimator based on Al-Bayyati loss function (ABL) The Bayes estimators $\hat{\alpha}_{\text{BA}}$ of $\alpha$ based on ABL loss function given by

$$\hat{\alpha}_{\text{BA}} = E(\alpha^{q+1}|\mathbf{x}, \beta) = \frac{\int_{0}^{\infty} \alpha^{q+1} \pi^*(\alpha|\mathbf{x}, \beta) d\alpha}{\int_{0}^{\infty} \alpha^{q} \pi^*(\alpha|\mathbf{x}, \beta) d\alpha} = \frac{(a + q) l(a + q + 1, b)}{b l(a + q, b)} \quad (2.6)$$

Similarly, hazard function $H(t)$ at time $t$ under the ABL loss function given by

$$\tilde{H}_{\text{BA}}(t) = \frac{E(H^{q+1}(t)|\mathbf{x}, \beta)}{E(H^{q}(t)|\mathbf{x}, \beta)} = e^{\tilde{\theta}} \hat{\alpha}_{\text{BA}} \quad (2.7)$$

Bayes estimator based on linear-exponential loss function (LINEX)

The Bayes estimators $\hat{\alpha}_{\text{BL}}$ of $\alpha$ based on LINEX loss function given by

$$\hat{\alpha}_{\text{BL}} = \frac{-1}{p} \log(E(e^{-p\alpha}|\mathbf{x}, \beta)) = \frac{-1}{p} \log\left(\int_{0}^{\infty} e^{-p\alpha} \pi^*(\alpha|\mathbf{x}, \beta) d\alpha\right)$$
Similarly, hazard function $H(t)$ at time $t$ under the LINEX loss function given by

$$
\hat{H}_{\beta A}(t) = \frac{1}{p} \log \left( \mathcal{E}(e^{-p\theta(t)}|x, \beta) \right)
= \frac{1}{p} \log \left( \frac{b^\theta \Gamma(a, b + p \theta)}{(b + p)^a \Gamma(a, b)} \right).
$$

Bayes estimator based on generalization of the entropy loss function (GE)

The Bayes estimators $\hat{\theta}_{\beta A}$ of $\theta$ based on GE loss function given by

$$
\hat{\theta}_{\beta A} \equiv \left( \mathcal{E}(\theta^v|x, \beta) \right)^{-\frac{1}{v}}
= \left( \int_0^\infty \alpha^{-v} \mathcal{E}(\alpha|x, \beta) d\alpha \right)^{-\frac{1}{v}}
= \left( \frac{b^v \Gamma(a - v) \Gamma(a - v, b)}{\Gamma(a) \Gamma(a, b)} \right)^{-\frac{1}{v}}.
$$

The hazard function $H(t)$ at time $t$ under the GE loss function given by

$$
\hat{H}_{\beta A}(t) = \left( \mathcal{E}(H^{-\nu}(t)|x, \beta) \right)^{-\frac{1}{\nu}}
= e^{\nu \beta} \hat{H}_{\beta A}.
$$

The case of unknown shape and scale parameters $\alpha$ and $\beta$

For Bayesian estimation, we use here the natural conjugate prior density function for $(\alpha, \beta)$ given by

$$
\pi(\alpha, \beta|x) = \pi_1(\beta) \pi_2(\alpha|\beta)
= \frac{b_1^a b_2^a}{\Gamma(a_1) \Gamma(a_2)} \alpha^{a_2-1} \beta^{a_1-1} e^{-\frac{b_1 a}{\beta} - b_2 \alpha}, \quad a_1, a_2, b_1, b_2 > 0,
$$

where

$$
\pi_1(\beta) = \frac{b_1^a}{\Gamma(a_1)} \beta^{a_1-1} e^{-b_1 \beta} \quad \text{and} \quad \pi_2(\alpha|\beta) = \frac{1}{\Gamma(a_2)} \alpha^{a_2-1} e^{-\frac{b_2 a}{\beta}}.
$$

Combining the likelihood function given by Eq. (2.1) and prior function Eq. (2.12), the posterior density of $\alpha$ and $\beta$ given $x$ is

\[
\pi^* (\alpha, \beta|x) = \frac{L(\alpha, \beta|x) \pi(\alpha, \beta|x)}{\int_0^\infty \int_0^\infty L(\alpha, \beta|x) \pi(\alpha, \beta|x) d\alpha d\beta}.
\]
Bayes estimator based on squared error loss function (SEL)

The Bayes estimators $\hat{\alpha}$ and $\hat{\beta}$ based on SEL loss function are given respectively, by

$$\hat{\alpha}_{BS} = E(\alpha|x) = \int_0^\infty \int_0^\alpha \alpha \pi^*(\alpha, \beta|x) d\alpha d\beta$$

and

$$\hat{\beta}_{BS} = E(\beta|x) = \frac{a_1 a_2 b_1 + a_2+1, b_2}{b_1 b_2 l(a_1, b_1, a_2, b_2)},$$

(2.14)

The hazard function $H(t)$ at time $t$ under the SEL loss function given by

$$\hat{H}_{BS}(t) = E(\|l(t)|x) = \frac{a_1 a_2 b_1 t^{a_1} l(a_1 + 1, b_1 - t, a_2 + 1, b_2)}{b_1 b_2 l(a_1, b_1, a_2, b_2)}. $$

(2.16)

Bayes estimator based on Al-Bayyati loss function (ABL)

The Bayes estimators $\hat{\alpha}$ and $\hat{\beta}$ based on ABL loss function given by

$$\hat{\alpha}_{BA} = \frac{E(\alpha^{t+1}|x)}{E(\alpha^t|x)}$$

$$\hat{\beta}_{BA} = \frac{a_1 l(a_1 + 1, b_1, a_2, b_2)}{b_1 l(a_1, b_1, a_2, b_2)},$$

(2.17)

and

Similarly, hazard function $H(t)$ at time $t$ under the ABL loss function given by

$$\hat{H}_{BA}(t) = \frac{E(H^{t+1}(t)|x)}{E(H^t(t)|x)} = e^{t\beta} \hat{a}_{BA}. $$

(2.19)
Bayes estimator based on linear-exponential loss function (LINEX)

The Bayes estimators $\tilde{\alpha}_{BL}$ and $\tilde{\beta}_{BL}$ based on LINEX loss function given by

$$\tilde{\alpha}_{BL} = \frac{-1}{p} \log \left( E(e^{-p\alpha|X}) \right)$$

$$= \frac{-1}{p} \log \left( \int_0^{\alpha_1} \int_0^{\alpha_2} e^{-p\alpha_1 \alpha_2} \frac{\alpha_1}{(a_1 + l)^{a_1}} \frac{\alpha_2}{(a_2 + l)^{a_2}} \ d\alpha_1 d\alpha_2 \right).$$

(2.20)

and

$$\tilde{\beta}_{BL} = \frac{-1}{p} \log \left( E(e^{-p\beta|X}) \right)$$

$$= \frac{-1}{p} \log \left( \frac{b_1^{a_1} \Gamma(a_1 + l) \Gamma(a_2 + l) \Gamma(a_1 + l, b_1 + p, a_2, b_2)}{\Gamma(a_1) \Gamma(a_2) \Gamma(l + 1) \Gamma(l + 1, b_1 + p, a_2, b_2)} \right).$$

(2.21)

Similarly, hazard function $H(t)$ at time $t$ under the LINEX loss function given by

$$\tilde{H}_{BL}(t) = \frac{-1}{p} \log \left( E(e^{-pH(t)|X}) \right)$$

$$= \frac{-1}{p} \log \left( \sum_{l=0}^{\infty} \frac{(-p)^l b_1^{a_1} \Gamma(a_1 + l) \Gamma(a_2 + l) \Gamma(a_1 + l, b_1 + t, a_2 + l, b_2)}{\Gamma(a_1) \Gamma(a_2) \Gamma(l + 1) \Gamma(l + 1, b_1 + t, a_2 + l, b_2)} \right).$$

(2.22)

Bayes estimator based on generalization of the entropy loss function (GE)

The Bayes estimators $\tilde{\alpha}_{GE}$ and $\tilde{\beta}_{GE}$ based on GE loss function given by

$$\tilde{\alpha}_{GE} = \left[ E(\alpha^{-v}|X) \right]^{-\frac{1}{v}}$$

$$= \left( \int_0^{\alpha_1} \int_0^{\alpha_2} \alpha^{-v \pi^* (\alpha|X)} \ d\alpha \ d\beta \right)^{-\frac{1}{v}}$$

$$= \left( \frac{(b_1 b_2)^v \Gamma(a_1 - v) \Gamma(a_2 - v) \Gamma(a_1 - v, b_1, a_2 - v, b_2)}{\Gamma(a_1) \Gamma(a_2) \Gamma(a_1 + l, b_1 + p, a_2, b_2)} \right)^{-\frac{1}{v}},$$

(2.23)

and

$$\tilde{\beta}_{GE} = \left( E(\beta^{-v}|X) \right)^{-\frac{1}{v}}$$

$$= \left( \frac{(b_1)^v \Gamma(a_1 - v) \Gamma(a_1 - v, b_1, a_2, b_2)}{\Gamma(a_1) \Gamma(a_1 + l, b_1, a_2, b_2)} \right)^{-\frac{1}{v}}.$$

(2.24)

The hazard function $H(t)$ at time $t$ under the GE loss function given by
Numerical results

In this section, we obtained some numerical results to compare the Bayes estimation under SEL, ABL (with $\theta = 0.5$ and $\alpha = -0.5$), LINEX (with $\alpha = 0.5$) and GE (with $\alpha = -0.5$) loss functions according to the following steps:

Algorithm

1. Specify the values of $n, m, r, l, q, p$ and $v$.
2. Specify the values of the parameters $\alpha, \beta$.
3. For given values of the prior parameters.
4. Generate a simple random sample of size $m$ from $U(0,1)$ distribution, $(U_r, \ldots, U_m)$.
5. Determine the values of the censoring scheme $R_i$, $i = r + 1, \ldots, m$.

6- Set $E_i = U_i^{1/m-i+1/R_i}$, $i = r + 1, \ldots, m$.

7. Obtain the General Progressively type-II censored sample $(U^*_{r+1,m:n}, \ldots, U^*_{m, m:n})$, where $U^*_{i,m:n} = 1 - [\prod_{j=m-i+1}^{m} E_i]$, $i = r + 1, \ldots, m$.

8. From steps (4)-(7), the order observations $y_{r+1,m:n}, y_{r+2,m:n}, \ldots, y_{n,m:n}, y_{n+1,m:n}, \ldots, y_{m,m:n}$ are calculated as follows

$$ y_{i,m:n} = \frac{1}{\beta} \log \left[ \frac{\beta}{\alpha} \log(1 - U_{i,m:n}) \right], \quad i = r + 1, \ldots, m. $$

9. We perform Monte Carlo simulation to compare the performances of the different estimators for different sampling schemes. Monte Carlo simulations were performed utilizing 1000 general progressively type-II censored samples for each simulation. The mean squared error (MSE) is used to compare the estimators, where $MSE = \frac{1}{1000} \sum_{i=1}^{1000} (\hat{\theta} - \theta)^2$ and $\hat{\theta}$ is the estimator of $\theta$.

10. Compute the BEs of the model parameters relative to SEL, ABL, LINEXL and GE loss functions.
The following is the generated sample from Gompertz distribution pdf in (1).

<table>
<thead>
<tr>
<th>Scheme</th>
<th>n</th>
<th>m</th>
<th>r</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>23</td>
<td>2</td>
<td>-,-, 0,0,0,0,1,0,0,0,0,0,1,1,1,1</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>23</td>
<td>5</td>
<td>-,-, -,-,0,1,0,0,0,0,1,1,1,1,1</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>17</td>
<td>2</td>
<td>-,-, 0,0,0,1,1,1,1,1,1,2,2,1,1</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>17</td>
<td>5</td>
<td>-,-, -,-,-,0,1,1,1,1,1,1,2,2,1,1</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>07</td>
<td>1</td>
<td>-,-,0,0,1,1,1</td>
</tr>
</tbody>
</table>

The case of known parameter $\beta$

Table 1: The values of BIAS and MSE of the Bayesian estimates of $\alpha$ based on SEL, ABL, LINEX and GE loss functions when $\beta = 0.3$ and $0.5$.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>r</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\delta_1$</th>
<th>$\delta_2$</th>
<th>$\delta_3$</th>
<th>$\delta_4$</th>
<th>$\delta_5$</th>
<th>$\delta_6$</th>
<th>$\delta_7$</th>
<th>$\delta_8$</th>
<th>$\delta_9$</th>
<th>$\delta_{10}$</th>
<th>$\delta_{11}$</th>
<th>$\delta_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>23</td>
<td>2</td>
<td>0.3, 0.3</td>
<td>0.01551</td>
<td>0.00517</td>
<td>0.06829</td>
<td>0.00480</td>
<td>0.02193</td>
<td>0.00564</td>
<td>0.01399</td>
<td>0.00506</td>
<td>0.01172</td>
<td>0.00497</td>
<td>0.01172</td>
<td>0.00497</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.01947</td>
<td>0.00522</td>
<td>0.02125</td>
<td>0.00479</td>
<td>0.02638</td>
<td>0.00575</td>
<td>0.01832</td>
<td>0.00510</td>
<td>0.01603</td>
<td>0.00500</td>
<td>0.01603</td>
<td>0.00500</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.02669</td>
<td>0.00381</td>
<td>0.01530</td>
<td>0.01277</td>
<td>0.03890</td>
<td>0.01512</td>
<td>0.02358</td>
<td>0.01333</td>
<td>0.02103</td>
<td>0.01326</td>
<td>0.02103</td>
<td>0.01326</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>0.3</td>
<td>0.5</td>
<td>0.02091</td>
<td>0.00390</td>
<td>0.01296</td>
<td>0.00543</td>
<td>0.02786</td>
<td>0.00648</td>
<td>0.01974</td>
<td>0.00577</td>
<td>0.01745</td>
<td>0.00565</td>
<td>0.01745</td>
<td>0.00565</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.01825</td>
<td>0.00431</td>
<td>0.01354</td>
<td>0.00464</td>
<td>0.01697</td>
<td>0.00468</td>
<td>0.01917</td>
<td>0.00423</td>
<td>0.01661</td>
<td>0.00416</td>
<td>0.01661</td>
<td>0.00416</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The values of BIAS and MSE of the Bayesian estimates of $H(t)$ when $t = 3$ based on SEL, ABL, LINEX and GE loss functions when $\beta = 0.3$ and $0.5$.

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>r</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\delta_1$</th>
<th>$\delta_2$</th>
<th>$\delta_3$</th>
<th>$\delta_4$</th>
<th>$\delta_5$</th>
<th>$\delta_6$</th>
<th>$\delta_7$</th>
<th>$\delta_8$</th>
<th>$\delta_9$</th>
<th>$\delta_{10}$</th>
<th>$\delta_{11}$</th>
<th>$\delta_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>23</td>
<td>2</td>
<td>0.3, 0.3</td>
<td>0.03717</td>
<td>0.03127</td>
<td>0.02949</td>
<td>0.02902</td>
<td>0.05394</td>
<td>0.03411</td>
<td>0.03943</td>
<td>0.02970</td>
<td>0.02883</td>
<td>0.03008</td>
<td>0.02883</td>
<td>0.03008</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.08725</td>
<td>0.04087</td>
<td>0.05627</td>
<td>0.05626</td>
<td>0.11823</td>
<td>0.11549</td>
<td>0.06453</td>
<td>0.09497</td>
<td>0.07184</td>
<td>0.10034</td>
<td>0.07184</td>
<td>0.10034</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.05566</td>
<td>0.08354</td>
<td>0.03763</td>
<td>0.07726</td>
<td>0.09369</td>
<td>0.09148</td>
<td>0.04703</td>
<td>0.07680</td>
<td>0.05172</td>
<td>0.08021</td>
<td>0.05172</td>
<td>0.08021</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.05143</td>
<td>0.03571</td>
<td>0.03433</td>
<td>0.03283</td>
<td>0.06852</td>
<td>0.03921</td>
<td>0.04441</td>
<td>0.03381</td>
<td>0.04293</td>
<td>0.03420</td>
<td>0.04293</td>
<td>0.03420</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.04596</td>
<td>0.08660</td>
<td>0.01584</td>
<td>0.08112</td>
<td>0.07607</td>
<td>0.09398</td>
<td>0.02457</td>
<td>0.07982</td>
<td>0.03098</td>
<td>0.08364</td>
<td>0.03098</td>
<td>0.08364</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.05800</td>
<td>0.08043</td>
<td>0.03011</td>
<td>0.07467</td>
<td>0.08589</td>
<td>0.08782</td>
<td>0.03558</td>
<td>0.07419</td>
<td>0.04413</td>
<td>0.07737</td>
<td>0.04413</td>
<td>0.07737</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.04606</td>
<td>0.04243</td>
<td>0.02315</td>
<td>0.03852</td>
<td>0.06897</td>
<td>0.04746</td>
<td>0.03665</td>
<td>0.03968</td>
<td>0.03469</td>
<td>0.04035</td>
<td>0.03469</td>
<td>0.04035</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.08190</td>
<td>0.14121</td>
<td>0.04021</td>
<td>0.12837</td>
<td>0.12359</td>
<td>0.15775</td>
<td>0.05117</td>
<td>0.12543</td>
<td>0.06121</td>
<td>0.13437</td>
<td>0.06121</td>
<td>0.13437</td>
<td></td>
</tr>
</tbody>
</table>
The case of unknown parameters $\alpha$ and $\beta$

Table 3: The values of BIAS and MSE of the Bayesian estimates of $\alpha$ based on SEL, ABL, LINEX and GE loss functions

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>r</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\bar{\alpha}_{BS}$</th>
<th>$\bar{\alpha}_{BA} ; q=-0.5$</th>
<th>$\bar{\alpha}_{BA} ; q=0.5$</th>
<th>$\bar{\beta}_{BS}$</th>
<th>$\bar{\beta}_{BA} ; q=-0.5$</th>
<th>$\bar{\beta}_{BA} ; q=0.5$</th>
<th>$\bar{\beta}_{BL}$</th>
<th>$\bar{\beta}_{BE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>23</td>
<td>2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.11433</td>
<td>0.02057</td>
<td>0.10177</td>
<td>0.01748</td>
<td>0.12651</td>
<td>0.02398</td>
<td>0.11149</td>
<td>0.01977</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.19652</td>
<td>0.04644</td>
<td>0.18184</td>
<td>0.04045</td>
<td>0.21121</td>
<td>0.05288</td>
<td>0.15280</td>
<td>0.04476</td>
<td>0.18923</td>
<td>0.04341</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.12476</td>
<td>0.03210</td>
<td>0.10639</td>
<td>0.02691</td>
<td>0.14314</td>
<td>0.03799</td>
<td>0.11886</td>
<td>0.03002</td>
<td>0.11564</td>
<td>0.02944</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.11381</td>
<td>0.02017</td>
<td>0.10145</td>
<td>0.01711</td>
<td>0.12617</td>
<td>0.02356</td>
<td>0.11117</td>
<td>0.01593</td>
<td>0.10767</td>
<td>0.01861</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.19662</td>
<td>0.04612</td>
<td>0.18195</td>
<td>0.04014</td>
<td>0.21132</td>
<td>0.05254</td>
<td>0.15292</td>
<td>0.04444</td>
<td>0.18934</td>
<td>0.04309</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.11657</td>
<td>0.03107</td>
<td>0.09853</td>
<td>0.02617</td>
<td>0.13482</td>
<td>0.03665</td>
<td>0.11090</td>
<td>0.02908</td>
<td>0.10767</td>
<td>0.02855</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>0.3</td>
<td>0.08188</td>
<td>0.01364</td>
<td>0.07062</td>
<td>0.01153</td>
<td>0.09514</td>
<td>0.01602</td>
<td>0.07964</td>
<td>0.01311</td>
<td>0.07629</td>
<td>0.01256</td>
</tr>
<tr>
<td>0.5</td>
<td>0.13706</td>
<td>0.02658</td>
<td>0.12422</td>
<td>0.02278</td>
<td>0.14990</td>
<td>0.03973</td>
<td>0.13417</td>
<td>0.02258</td>
<td>0.13069</td>
<td>0.02466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.08994</td>
<td>0.02588</td>
<td>0.07729</td>
<td>0.01226</td>
<td>0.10721</td>
<td>0.03034</td>
<td>0.08465</td>
<td>0.02430</td>
<td>0.08137</td>
<td>0.02326</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.07655</td>
<td>0.01163</td>
<td>0.06554</td>
<td>0.00972</td>
<td>0.08760</td>
<td>0.01379</td>
<td>0.07439</td>
<td>0.01117</td>
<td>0.07104</td>
<td>0.01065</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.13512</td>
<td>0.02560</td>
<td>0.12234</td>
<td>0.02189</td>
<td>0.14791</td>
<td>0.02965</td>
<td>0.13226</td>
<td>0.02464</td>
<td>0.12878</td>
<td>0.02372</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.08637</td>
<td>0.02223</td>
<td>0.06637</td>
<td>0.01888</td>
<td>0.09736</td>
<td>0.02618</td>
<td>0.07527</td>
<td>0.02087</td>
<td>0.07193</td>
<td>0.02049</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>1</td>
<td>0.3</td>
<td>0.10079</td>
<td>0.02619</td>
<td>0.07254</td>
<td>0.02084</td>
<td>0.12905</td>
<td>0.03731</td>
<td>0.09653</td>
<td>0.02576</td>
<td>0.08692</td>
</tr>
<tr>
<td>0.5</td>
<td>0.16657</td>
<td>0.05056</td>
<td>0.11370</td>
<td>0.03756</td>
<td>0.19945</td>
<td>0.05956</td>
<td>0.15832</td>
<td>0.04585</td>
<td>0.15943</td>
<td>0.04388</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.10816</td>
<td>0.05879</td>
<td>0.06526</td>
<td>0.04483</td>
<td>0.15108</td>
<td>0.07694</td>
<td>0.09394</td>
<td>0.05083</td>
<td>0.08709</td>
<td>0.05142</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: The values of BIAS and MSE of the Bayesian estimates of $\beta$ based on SEL, ABL, LINEX and GE loss functions

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>r</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\bar{\beta}_{BS}$</th>
<th>$\bar{\beta}_{BA} ; q=-0.5$</th>
<th>$\bar{\beta}_{BA} ; q=0.5$</th>
<th>$\bar{\beta}_{BL}$</th>
<th>$\bar{\beta}_{BE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>23</td>
<td>2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.19974</td>
<td>0.03639</td>
<td>0.19566</td>
<td>0.03830</td>
<td>0.18584</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.38918</td>
<td>0.15147</td>
<td>0.3941</td>
<td>0.15532</td>
<td>0.34842</td>
<td>0.14765</td>
<td>0.38945</td>
<td>0.15168</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.19062</td>
<td>0.03634</td>
<td>0.19536</td>
<td>0.03817</td>
<td>0.18587</td>
<td>0.03455</td>
<td>0.19088</td>
<td>0.03644</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.19771</td>
<td>0.03638</td>
<td>0.19566</td>
<td>0.03827</td>
<td>0.18582</td>
<td>0.03454</td>
<td>0.19998</td>
<td>0.03649</td>
</tr>
<tr>
<td>0.5</td>
<td>0.38924</td>
<td>0.15151</td>
<td>0.39415</td>
<td>0.15536</td>
<td>0.34831</td>
<td>0.14770</td>
<td>0.38951</td>
<td>0.15172</td>
<td>0.39167</td>
</tr>
</tbody>
</table>
Table 5: The values of BIAS and MSE of the Bayesian estimates of $H(t)$ when $t = 3$ based on SEL, ABL, LINEX and GE loss functions

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>r</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\hat{H}_{BS}$</th>
<th>$\hat{H}_{BA}$</th>
<th>$\hat{H}_{BL}$</th>
<th>$\hat{H}_{BE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.16250</td>
<td>0.18046</td>
<td>0.21084</td>
<td>0.38481</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04092</td>
<td>0.04061</td>
<td>0.05577</td>
<td>0.24465</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.18046</td>
<td>0.14496</td>
<td>0.21084</td>
<td>0.38481</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04092</td>
<td>0.04061</td>
<td>0.05577</td>
<td>0.24465</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.19436</td>
<td>0.19919</td>
<td>0.21930</td>
<td>0.38922</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06377</td>
<td>0.03968</td>
<td>0.05577</td>
<td>0.24650</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.19436</td>
<td>0.19919</td>
<td>0.21930</td>
<td>0.38922</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06377</td>
<td>0.03968</td>
<td>0.05577</td>
<td>0.24650</td>
</tr>
</tbody>
</table>

CONCLUSION

The Bayes estimators under both symmetric and asymmetric loss functions are obtained. When we compare the loss functions, we find that the ABL loss function is better than SEL, LINEX and GE loss functions in tables 1,3,4, and 5, while find that the ABL and LINEX loss functions are better than SEL and GE loss functions in table 2.
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