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ABSTRACT: In this paper, a food web model consisting of two predator-one stage structured 

prey involving Lotka-Voltera type of functional response is proposed and analyzed. It is 

assumed that the prey growth logistically in the absence of predator. The existence, uniqueness 

and boundedness of the solution are studied. The existence and the stability analysis of all 

possible equilibrium points are studied. Suitable Lyapunov functions are used to study the 

global dynamics of the proposed model. 
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INTRODUCTION  

The dynamic relationship between predators and their prey has long been and will continue to 

be one of the dominant themes in both ecology and mathematical ecology due to its universal 

existence and importance. Over the past decades, Mathematics has made a considerable impact 

as a tool to model and understand biological phenomena. In return, biologists have confronted 

the mathematics with variety of challenging problems, which have simulated developments in 

the theory of nonlinear differential equations. Such differential equations have long played 

important role in the field of theoretical population dynamics, and they will, no doubt, continue 

to serve as indispensable tools in future investigations. Differential equation models for 

interactions between species are one of the classical applications of mathematics to biology. 

The development and use of analytical techniques and the growth of computer power have 

progressively improved our understanding of these types of models. Although the predator-

prey theory has been much progress, many long standing mathematical and ecological 

problems remain open[1]. Food chains and food webs depict the network of feeding 

relationship within ecological communities. During the last few decades, a large number of 

food-chain and food-web systems have been proposed to describe the food transition patterns 

and processes [2−4] .Living organisms enter into a variety of relationships, such as Prey-

Predator, Competition, Mutualism, Commensalism and so on, among themselves according to 

the needs of individuals as well as those of species groups. Food webs are one example of 

interactions that go beyond feeding relationships. Recently, number of researchers have been 

proposed and studied the dynamics of food webs involving some types of these relationships, 

for example see [5−12] and the references their in. The study of the consequences of hiding 

behavior of prey on the dynamics of predator prey interactions can be recognized as a major 

issue in applied mathematics and theoretical ecology [13, 14].On the other hand, it is well 

known that, the age factor is importance for the dynamics and evolution of many mammals. 

The rate of survival, growth and reproduction almost depend on age or development stage and 

it has been noticed that the life history of many species is composed of at least two stages, 

(immature and mature). Recently, several of the prey-predator models with stage-structure of 

species with or without time delays are proposed and analyzed [15−19]. In this paper the food 
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web prey-predator model involving stage-structured of prey is proposed and analyzed, so that 

the prey growing logistically in the absence of predators. The effect of prey stage-structure on 

the dynamical behavior of the food web model is investigated theoretically as well as 

analytically. 

The mathematical model  

Consider the food web model consisting of two predators-stage structure prey in which the 

prey species growth logistically in the absence of predation, while the predators decay 

exponentially in the absence of prey species. It is assumed that the prey population divides into 

two compartments: immature prey population P1(t) that represents the population size at time 

t and mature prey population P2(t) which denotes to population size at time t. Furthermore the 

population size of the first predator at time t is denoted by H1 (t), while H2 (t) represents the 

population size of second predator at time t. Now in order to formulate the dynamics of such 

system the following assumptions are considered: 

1) The immature prey depends completely in its feeding on the mature prey that growth 

logistically with intrinsic growth rate r >0 and carrying capacity K>0. The immature 

prey individuals grown up and become mature prey individuals with grown up rate 𝛽>0. 

However the mature prey facing death with natural death rate c1>0. 

2) The first and second predators consumed the mature prey individuals only according to 

the Lotka-Voltera type of functional response with predation rates d1>0 𝑎𝑛𝑑c2>0 

respectively and contribute a portion of such food with conversion rates 0<𝑒1<1 𝑎𝑛𝑑 

0<𝑒2<1 respectively. Moreover, there is an enter-specific competition between these 

two predators with competition force rate d3>0 𝑎𝑛𝑑d4>0 respectively. Finally in the 

absence of food the first and second predators facing death with natural death rate c2>0 

𝑎𝑛𝑑c3>0. 

Therefore the dynamics of this model can be represented by the set of first order nonlinear 

differential equations: 
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with initial conditions P𝑖(0) ≥0 . Note that the above proposed model has twelve parameters in 

all which make the analysis difficult. So in order to simplify the system, the number of 

parameters is reduced by using the following dimensionless variables and parameters: 
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Then the non-dimensional form of system (1) can be written as: 

 

 

(2) 

 

with 𝑥(0) ≥ 0 , 𝑦(0) ≥ 0 , 𝑧(0) ≥ 0 𝑎𝑛𝑑𝑤(0) ≥ 0 . It is observed that the number of parameters 

have been reduced from twelve in the system (1) to seven in the system (2). 

The positivity and boundedness  

Theorem 3.1.All solutions of system (2) initiating 4

R  are positive and uniformly bounded. 

Proof.  Let (x(t),y(t),z(t),w(t)) be one of the solution of system (2), then from non-negative 

initial conditions, the interaction functions of the system are continuous and have continuous 

partial derivatives on the following positive four dimensional space, 
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Next, we will prove the boundedness of the solutions. 
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solutions of system (2) are uniformly bounded , hence the theorem. 

The existence of equilibrium points  

All equilibrium points of system (2) can be obtained by solving the following equations: 
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Remark 4.1.The equilibrium point 𝐸0 = (0, 0, 0,0), which is known as the vanishing point is  

  always exist. 

Remark 4.2.The necessary and sufficient condition for the existence of the first equilibrium 

point )0,0,,(1 yxE , in Int. 𝑅+
2  of 𝑥𝑦−𝑝𝑙𝑎𝑛𝑒 is 12 a  
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3 

of 

𝑥𝑦𝑧−𝑠𝑝𝑎𝑐𝑒under the following necessary and sufficient condition : 
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The stability Property  

Local stability Analysis 

In this section, we will study the local stability of the equilibrium points of system (2).The 

Jacobian matrix J(x, y, z, w) of system (2) is given by: 
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Proposition 5.1.1.If 12 a , then E0 is locally asymptotically stable. 

Proof.The Jacobian matrix of system (2) at 𝐸0 can be written as  
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Proof. The proof is the same in the same in proposition 5.1. 

Proposition 5.1.3. E2is locally asymptotically stable if and only if conditions 
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conditions hold:  

i) 3

4 22112

11


   

ii) 3

2 33222

23


   

iii) 3

2 44222

24


   

iv) 
2

344433    

Where,   
111 a ,  ya 21212 ,    wza222 ,   yza423 ,   ywa724 , 

   wayaa 54333 ,   waza 8534 ,   zayaa 87644  

Proof.The Jacobian matrix of system (2) at E3 can be written as: 







































zayaawawa

zawayaaya

yywyaa

ya

EJ

87687

55434

21

1

4

0

0

0021

)(  

One can easily verify that, the linearized system (2) can be written as:  

SEJ
dt

dS

dt

dX
)( 4 Here, ),,,( wzyxX  and tssssS ),,,( 4321 ,  

Where, 


 111 xxs ,


 222 xxs , 


 333 xxs and 


 444 xxs  .Now 
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Consider the following positive definite function: 

2222

2

4

2

3

2

2

2

1 ssss
V  .Clearly, SRV 

4: and a C1 positive definite function. Now by 

differentiating V  with respect to time t   and doing some algebraic manipulation give that: 

2

4444334

2

33342243223

2

2222112

2

111 ssssssssssss
dt

dV
   

Now it is easy to verify that the above set of condition guarantee the quadratic term given 

below: 

2

4

44

3

33

2

4

44

2

22

2

3

33

2

22

2

2

22

111
2223233 


















































 ssssssss

dt

dV 


So, 
dt

dV
 is negative definite, hence V  is a Lyapunov function. Thus,E4 is locally asymptotically 

stable and the proof is complete. 

Global Stability Analysis  

In this section the global stability analysis for the equilibrium points, which are locally 

asymptotically stable, of system (2) is studied analytically with the help of Lyapunov method 

as shown in the following theorems. 

Theorem 5.2.1. Assume that the equilibrium point 𝐸0 (0, 0, 0,0) of system (2) is locally 

asymptotically stable in the 𝑅+
4. Then the equilibrium point 𝐸0 of system (2) is globally 

asymptotically stable.  

Proof. Consider the following function 

wkzkykxkV 43211  , where ,,, 321 kkk and 4k are positive constants to be determined.  

Clearly, SRV 

4

1 :  and a C1 positive definite function. Now by differentiating 
1V  with respect 

to time t   and doing some algebraic manipulation, give that: 

wzakakwakzakywkak

yakyzkakyakxkkayyk
dt

dV

)()(

)()()1(

84536433274

22243221211
1




 

By choosing 121  kk , 
4

3

1

a
k    ,

7

4

1

a
k  .We get: ya

dt

dV
)1( 2

1  . Then we obtain that 
dt

dV1  

is negative definite and hence
1V is a Lyapunov function. Thus 𝐸0 is globally asymptotically 

stable and the proof is complete. 

Theorem 5.2.2.Assume that the equilibrium point )0,0,,(1 yxE of system (2) is locally 

asymptotically stable in the 𝐼𝑛𝑡𝑅+
2 , Then 𝐸1 is globally asymptotically stable on any region 

Ω1⊂𝐼𝑛𝑡𝑅+
2 that satisfies the following three conditions: 
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Proof. Consider 

wkzk
y

y
yyyk

x

x
xxxkwzyxV 43212 lnln),,,( 





















 

where ,,, 321 kkk and 4k are positive constants to be determined.Clearly, SRV 

4

1 :  and a C1 

positive definite function. Now by differentiating 2V  with respect to time t   and doing some 

algebraic manipulation, give that:  

wzakakywakwak

yakzakwyykzyykyyxx
a

k

yy
yy

xa
kxx

xx

y
kyyxx

y

ak

x

yyk

x

k

xx

yxx
k

dt

dV

)(

)()())((

)()())((
)()(

84537564

433322
1

2

21
2

2

1
1211

2

1
2





















 

By choosing 11 k   , 
y

k
1

2 
3

3

1

a
k  , 

6

4

1

a
k  . We get: 

yw
ya

yaa
yz

ya

yaa

xx

xxy
yy

yy

xa
xx

xx

y

dt

dV







 








 




















6

76

3

43

22
2

2

12 )()()(
)()(  

So, according to proposition 5.2.1, we obtain that:  

 

 

xx

xxy
yy

yy

xa
xx

xx

y

dt

dV 22
2

2

12 )(
)()(

















 . However, the first two conditions 

guarantee the completeness of the quadratic term between 𝑥   . So, if the third condition holds 

then we obtain that
dt

dV2  is negative definite on the region Ω1 and hence 𝑉2 is a Lyapunov 

function defined on the region Ω1. Thus 𝐸1 is globally asymptotically stable on the region Ω1 

and the proof is complete. 

yxy

a

yy

a

x

yy

x

11 2
1






yy

a

xx

yy 11




2

2

1

22

)()(
)1()(




















yy

yy

xa
xx

xx

yy

xx

xxy
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Theorem 5.2.3. Assume that the equilibrium point )0,~,~,~(2 zyxE of system (2) is locally 

asymptotically stable in 𝐼𝑛𝑡𝑅+
3. Then 𝐸2 is globally asymptotically stable on any region 

Ω2⊂𝐼𝑛𝑡𝑅+
3 that satisfied the following three conditions: 

xy

a

x

yy

y

a

x

11 2~
)~(1



  

y

a

xx

yy 11
~

~



 

2

1

22

)~(~

~
)~(~

~

~
)~(












yy

yy

xa
xx

xx

y

x

xxy
 

In addition to these 
7

6

4

5 ~
~

a

a
y

a

za
  also true.  

Proof. The same as the proof of theorem 5.2.1,  above. 

Theorem 5.2.4.Assume that the equilibrium point ),0,,(3 wyxE


of system (2) is locally 

asymptotically stable in 𝐼𝑛𝑡𝑅+
3 .Then 𝐸3 is globally asymptotically stable on any region 

Ω3⊂𝐼𝑛𝑡𝑅+
3 that satisfy the following three conditions: 

xy

a

y

a

x

yy

x

11 2
)(1




 



 

y

a

xx

yy 11







 

2

2

1

22

)()(
)(












yy

yy

xa
xx

xx

y

xx

xxy 













 

In addition to these conditions,  
4

3

7

8

a

a
yw

a

a



 also holds.  

Theorem 5.2.5. Assume that the equilibrium point ),,,(4

 wzyxE of system (2) is locally 

asymptotically stable in 𝐼𝑛𝑡𝑅+
4 .Then 𝐸4 is globally asymptotically stable on any region 

Ω4⊂𝐼𝑛𝑡𝑅+
4 that satisfy the following three conditions: 

xy

a

y

a

x

yy

x

11 2
)(1









 

y

a

xx

yy 11






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2

1

7

82
2

)()()(1)(
























 












yy

yy

xa
xx

xx

y
zwwz

a

a
xx

xx

y
 

Proof.  Consider the following functions 















































4

444

4

443

4

442

4

4413

ln

lnlnln),,,(

w

w
wwwk

z

z
zzzk

y

y
yyyk

x

x
xxxkwzyxV

 

where ,,, 321 kkk and 4k are positive constants to be determined.  

Clearly, RRV 

4

1 : and a C1 positive definite function. Now by differentiating 3V  with respect 

to time t   and doing some algebraic manipulation, give that:  

))()((

))()(())()(())((

)())((
)(

)(

243

2744382

2

1

21
2

12112

1
3








































zzyykak

wwyykakzzwwakakyyxx
xx

yk

yy
yy

xa
kyyxx

y

ak

x

yyk

x

k
xx

xx

y
k

dt

dV

 

By choosing 121  kk , 
4

3

1

a
k 

7

4

1

a
k   , We get: 

))((
1

)()()( 87

7

2
2

2

13 zwwzaa
a

xx
xx

y
yy

yy

xa
xx

xx

y

dt

dV 




























  

However, the first two conditions guarantee the completeness of the quadratic term between 

𝑥𝑎  . So, if the third condition holds then we obtain that
dt

dV3  is negative definite on the region 

Ω3 and hence 𝑉3 is a Lyapunov function defined on the region Ω3. Thus 𝐸4 is globally 

asymptotically stable on the region Ω4and the proof is complete. 

 

CONCLUSION AND FUTURE WORK 

In this paper, we have considered a prey-predator system incorporating a stage structure of 

prey. It is assumed that the predator species prey upon the prey according to Lotka-Voltera 

type of functional response. The existence, uniqueness and boundedness of the solution of the 

system are discussed. The existence of all possible equilibrium points is studied. The local and 

global dynamical behaviors of the system are studied analytically. For the future, a numerical 

simulation has to be done for system (2) for different sets of parameters and different set of 

initial points to confirm the obtained analytical results.  
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