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ABSTRACT: The time plot of the series DNEER shows an upward secular trend from early 
December 2012 to early February 2013 followed by a downward trend till end of March 
2013. No seasonality is observable. A seven-day differencing yields the series SDDNEER 
with an overall slightly negative trend. Seasonality is still not discernible. A further (non-
seasonal) differencing yields the series DSDDNEER which has an overall horizontal trend. 
The correlogram of DSDDNEER shows a negative significant spike at lag 7 and comparable 
spikes at lags 6 and 8. This reveals seven-day seasonality as suspected. It also suggests the 
involvement of a seasonal moving average component of order one and the product of two 
moving average components: one seasonal and the other non-seasonal, both of order one. 
Hence a (0, 1, 1)x(0, 1, 1)7 SARIMA model is proposed. It is fitted and shown to be adequate 
for the data.  
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INTRODUCTION 
 

Many economic and financial time series are known to be seasonal, this seasonality resulting 
from the seasonal pattern of economic and financial activities. Foreign exchange rates are 
amongst such series. Foreign exchange rates in respect of the Nigerian Naira have engaged 
the attention of many researchers in recent times. A few of the researchers who have 
concerned themselves with these rates are Etuk(2012), Etuk and Igbudu(2013) and Oyediran 
and Afieroho(2013).  In this work interest is in the modelling, by seasonal autoregressive 
integrated moving average (SARIMA) techniques, of daily Nigerian Naira – European Euro 
exchange rates.  Etuk(2013) has modelled the monthly exchange rates as a (0, 1, 1)x(1, 1, 1)12 
SARIMA model.  
 
A SARIMA model was proposed by Box and Jenkins(1976) specifically for series that are 
seasonal in nature. A few other authors that have written extensively on such models are 
Madsen(2008), Priestley(1981), Surhatono(2011) and Saz(2011). 
 
LITERATURE/THEORITICAL BACKGROUND  
 
A stationary time series {Xt} is said to follow an autoregressive moving average model of 
orders p and q (designated ARMA(p, q)) if 
 
Xt - α1Xt-1 - α2Xt-2 - ... - αpXt-p = εt + β1εt-1 + β2εt-2 + ... + βqεt-q  (1) 
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Here the α’s and the β’s are constants such that the model (1) is both stationary and invertible 
and {εt} is a white noise process. Model (1) may be put as 
 
A(L)X t = B(L)εt         (2)  
 
where A(L) = 1 -α1L - α2L

2 - ... - αpL
p and B(L) = 1 - β1L - β2L

2 - ... - βqL
q and LkXt = Xt-k.  

 
Many real life time series are non-stationary. For such a series Box and Jenkins(1976) 
proposed that differencing of sufficient degree could render it stationary. Let such a degree of 
differencing be d. Suppose ∇dXt represents the dth difference of Xt, where ∇ = 1 - L. If 
{ ∇dXt} follows an ARMA(p, q) then {Xt} is said to follow an autoregressive integrated 
moving average model of orders p, d and q denoted by ARIMA(p, d, q). 
 
Suppose the series is seasonal of period s. Box and Jenkins(1976) proposed further that such 
a series could be modelled by 
 
A(L)Φ(Ls)∇d∇D

s Xt = B(L)Θ(Ls)εt      (3) 
 
where Φ(L) and Θ(L) are respectively polynomials and ∇s = 1 – Ls and D is the minimum 
seasonal differencing order necessary for the series to be stationary and invertible. Then {Xt} 
would be said to follow a seasonal autoregressive moving average integrated model of 
orders p. d, q, P, D, Q and s designated by (p, d, q)x(P, D, Q)s SARIMA model.     
   
 
METHODOLOGY 
 
The data for this work are daily Naira-Euro exchange rates from 8th December 2012 to 30th 
March 2013 published in the Nation newspaper in the website www.thenationonlineng.net .  
 
The analysis of a realisation of a time series invariably starts with the time plot. If the series 
is non-stationary and seasonal, seasonal differencing is done. If the differenced series is still 
non-stationary, further (but non-seasonal) differencing is done. Often d = D = 1 and D + d < 
3. The graph of the autocorrelation function (ACF) called the correlogram is used for model 
identification. A significant spike at the seasonal lag suggests seasonality. If this spike is 
negative it suggests the involvement of a seasonal moving average component but if positive 
it suggests the involvement of a seasonal autoregressive component.  The orders P and Q 
might thus be estimated. The cut-off point of the ACF, if any, is indicative of the non-
seasonal moving average order q, and that of the partial autocorrelation function (PACF) is 
indicative of the non-seasonal autoregressive order p.  
 
In particular, a (0, 1, 1)x(0, 1, 1)s SARIMA model is suggestive if there is a negative 
significant spike at lag s and comparative spikes at lags s-1 and s+1 (Box and Jenkins, 1976). 
 
After order determination estimation of the model parameters may be carried out. Because of 
the involvement of items of a white noise process in the model (1), parameter estimation is 
invariably by non-linear iterative optimization procedure like the least squares approach, the 
maximum likelihood approach, etc. For pure autoregressive models there are linear 
optimization procedures like the use of Yule-Walker equations. Similarly there are linear 
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techniques for moving average modelling (See Oyetunji, 1985). However attempts have been 
made to propose linear optimization techniques for the mixed ARMA models (see for 
example, Etuk(1989)). 
 
In this write-up the statistical/econometric software Eviews was used for all the analytical 
work of order determination and parameter estimation. This software uses the least squares 
approach to model estimation. An initial estimate is made. An iterative process is used, an 
estimate being an improvement upon its predecessor until the process converges to an 
optimal estimate, depending on the level of accuracy required. 
 
A fitted model must be subjected to some residual analysis in order to ascertain its goodness-
of-fit. Granted model adequacy, the residuals should be uncorrelated and should follow a 
Gaussian distribution. 
 
RESULTS AND DISCUSSION 
 
The time plot of the realisation DNEER in Figure 1 shows an upward trend from December 
2012 to early February 2013. Then there is a downward trend from that time to late March. 
Seasonality is not so obvious. Seasonal (i.e. seven-point) differencing of DNEER yields the 
series SDDNEER which exhibits a generally slightly negative trend and no clear seasonality 
(See Figure 2).  Non-seasonal differencing of SDDNEER yields the series DSDDNEER 
which shows a generally horizontal trend and no clear seasonality (See Figure 3). Its 
correlogram in Figure 4 shows a negative significant spike at lag 7 and comparable spikes at 
lags 6 and 8. This is an evidence of a (0, 1, 1) x(0, 1, 1)7 SARIMA model. The model 
proposed is therefore 
 
DSDDNEER t = εt + β1εt-1 + β7εt-7 + β8εt-8      (4) 
 
As summarized in Table 1, this is estimated by 
 
DSDDNEERt = εt - 0.1802εt-1 – 0.9230εt-7 + 0.1713εt-8    (5) 
                                (±0.0712)    (±0.0215)    (±0.0746) 
 
It is observed that all the estimated coefficients in (5) are statistically significant. Forty five 
percent of the variation in the data set is explained by the model. In figure 5 the model is seen 
to very closely agree with the data. The correlogram of the residuals in Figure 6 shows that 
they are uncorrelated. Finally the histogram of the residuals in Figure 7 shows by the Jarque-
Bera normality test that they are normally distributed.  
 
IMPLICATIONS TO THEORY AND PRACTICE 
 
The negative significant spike of the ACF at lag 7 is an indication of seasonality of period 7 
which implies that there exists a tendency for the rates to rise and fall on weekly basis. 
Moreover since time series analysis has the ultimate purpose of forecasting the SARIMA 
model (5) may be used as basis for forecasting daily Naira - Euro exchange rates.  
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CONCLUSION   
 
It may be inferred that daily Naira-Euro exchange rates follow the (0, 1, 1)x(0, 1, 1)7 
SARIMA model (5). This modelled has been shown to be adequate.  
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 Figure 4: Correlogram of DSDDNEER  
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Table 1: Model Estimation 
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                         Figure 6: Correlogram of the Residuals 

                          
Figure 7: Histogram of the Residuals. 
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