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ABSTRACT: Suppose that {x,} be an ARMA (p,q) process with white noise (error) process f,} . Let
wx ) and y,u) be the characteristic functions of {x,} and f{} respectively. In this paper, a general
formula to represent ., @) interms of ) is obtained. By using this formula , we investigate about

the distribution of ARMA(p,q) process where it’s white noise follow Normal , Cauchy , inverse
Gaussian and Gamma distributions . Instead of the hard traditional al method, an easy general
formula to determine the coefficients for the causal ARMA (p,q) process will be presented also.
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INTRODUCTION

Autoregressive schemes with moving average error terms of the form ,

1
(FP=bF P~ ~bp) Xy =ar,p + Grag pg+..+0garpq @D

Where F™X, =X.m , have been considered . The process {x,} is called an autoregressive moving
average process of order (p,q) or briefly ARMA(p,q) ,where {a;} is a sequence of white noise (i.i.d.)
random variables. Alternatively (1.1) can be written as,

q

D 6k ag,px
X, =0

; 1.2)
(F-r;)
4

i
Where gy=1 and r,r; ..., r, represent the roots of FP—b,F pfl—...—bpzo .

Suppose that v (u) and w,(u) be the characteristic functions of {x,} and {a;} respectively

Andel (1982) represented an AR(1) process in terms of its white noise process as follows ,
Xe=>rhag | (L.3)
j=0

Then, he wrote the following relationship between the characteristic function of this process  x (u)
and the characteristic function of white noise process y, (u) as,
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wx W=]Jvaur)) 1.4)

j=0

Priestley (1984) treated with AR (2) process and represented this process in terms of it's white noise
as,

o]

Xi = ! Z:(rlj+1 —rzj”)at_j (1.5)
fh1—r2 j=0
Then one can write the following relationship between  (u) and y, (u) for AR(2) process ,

0 rlj+1 _ r2j+1
wx W=]Jva|u| ——=— (1.6)

=0 -

Sim in 1986, studied the behavior of AR(1) process where the residuals distributed as Gamma and
weibull. In 1990, Sim studied the behavior of AR(1) process where the residuals distributed as
Gamma and three parameters exponential. In 1993, Al-osh and Al-zaid studied the properties of
ARMA(p,p-1) generalized poisson process, especially for covariance matrix, invertibility and
regression behavior. Sim, in 1993, discussed the moments of AR(1) process with residuals distributed
as logistic. In 1994, sim studied the order estimation and diagonstic checking for AR(1) process where
the residuals distributed as logistic, hyper tangent, Gamma, exponential and Laplace. In 1997, Al-
zaid, Al-wasel and Al-nachawati used the simulation to compare between maximum likelihood
estimator and Yule-walker estimator for AR(1) generalized poisson parameter. In 1998, the same
above researchers, used simulation to compare among Y ule-walker estimator, conditional least square
estimator, maximum likelihood estimator and moment estimator for AR(1) Binomial parameter.

Abid (2001) wrote the relationship between v (u)and v, (u) for AR(p) process as follows,

ﬁ'/’a(uﬂp(ﬁp—l:rl,rz,fp)) ,p=2,3,..
wx=1"7" )

Ilwaﬁﬁq p=1

j=0

m(J+k=Ln,r,..5)= W1 (G+k=1m, 0, ) —mea (G +K =106, 0,1

k-1~ Tk

Where 1 1 _ _
= (77k—2(J + k _17 rlv"'lrk—z) _77k—2(J + k _11 rlv'--lrk—3l rk—l))_
k1 =Tk (k-2 —Tk—1

(72 (i + k=Ll 2) =2 (i + k=11, N3, rk))} (1.8)
k-2 — Tk

a' —b'

and continue until substitution of 7, as 7,(l,a,b) =

Depending on the following formula he derived for representation of AR(p) process in terms of it's
white noise process ,
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an(j+p_1!rlvr2 ----- rp)atfj ,p:2,3,...
X = J:) 1.9)
Zﬁj at-j p=1

0

—_
Il

The first goal of this paper is to derive a general formula to represent w  (u) in terms of y, (u) for
ARMA(p,q) process .

An ARMA(p,q) process {X,} is a causal function of {a,} if it can be written as the MA(o0) process ,

o0

=> 09,8, (1.10)

h=0

Where the coefficients {g, | satisfy i“\ gy|<o0-
h=0

So, the second goal of this work is to find a general formula to determine g, (h=012...) ,in
terms of ¢'s and r's .

REPRESENTATION OF ARMA(p,q) PROCESS IN TERMS OF IT'S WHITE NOISE

Firstly , the formula of ARMA(1,q) can be written as,

q
D bkara«

X, =k0__ (2.1

q o
ZZ krl At k- j , O =1 : (2.2)

Also, we can write ARMA(2,q) process as,

q
D Okagak
k=0

== 2.3
CF-n)F-n) &
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d 1
:gg{w —r)(F —rz)Ja”“

d 1 1
Z_: _

Atk
rh—-r

:Zq(; O { (=) + B —r2 )+ B (K -1 )+... fay,,

k rl
0 .
z( 1 Hl)at—k—j o1 2.9)

q
g n-r j=0

ARMA(3,q) process can be written in terms of it's white noise as follows,

q
D Ocagiax
k=0

(F-n)(F-n)F-1)

X, = (2.5)

A3k

J F-r, F-r
_Sglioe For

<K F—m)(rp - 1)

1 1 1
= 6 ( J t+3-k

i R-nBU(F-r)F-r) C(F-n)(F-1)
1 1 1 1 1 1 1
= b - - - a3k
k=0 h-I3 | h—h F-r F-n n—-n F-nr F—r3
2 2 2 2
22 O 1 E+L+_.__r_2_ri_”_ 1 r-l+ il +. —r—3—ri—... A3k
S(n-R)F |r-n|(F F2 F E2 h-r| F F2 F E2 th3-
I g J 1 (n-r, ?-rf 1 (g-r 2-rf
=y + +o.- + +...[tar, gk
K O(I’Z—r3)F1r1—r2 F F2 n—-n F F2
2

2 2 .2 3 .3 .3 .3
_i G J|E- W-m |3 |-k - | -
= - 4| + .83k
ko2~ BI\h—-n h-Nf3 h-rn n-R

2 j+2 2 2
r I‘1 r.

(2.6)
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Similarly, ARMA(4,q) process can be written as,

q
D bk aak
X¢ = k=0 ————(2.7)
(F = n)(F —=n)(F = r3)(F —14)

1 1),
—I‘3 F—I’4 t+4-k

“(F- n)(F —rp)(r3 — 1)

1 1

i

“(F- rl)(rS — 1) L(F “0)F-13) (F-r)(F -1y

]at+4—k
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_Zq: 0, 1 1 3 1 3 1 1 3 1 a
k=0 (F - rl)(rS - r4) rz - I‘3 F rz F- ra I’2 - I’4 F- rz F- r4 T
_i 0, 1 1 1 3 1 3 1 1 3 1 3 1 1 1 3 1 3 1 1 3 1 a
o L-r |L-Lln-nL{F-r F-r, n-n{F-r F-r hL-r|n-n{F-rr F-r, r-r\F-rr F-r, trak
i o I el SO r} —2r32 Lt 1 (r-r, r? —2r22 I Sl r} . -
F F r,-r,|n-r{ F F r-r,\ F F

-6 J 1 1 (-1, 1 -r
:Z k 17 & 22 "
o (r,—1r,)F lrz -n|rn-rn{ F F r—r,
2 2 7
_Eq“ 6, 1 rf - r22 rn—r 1 N rf’ - r23 I’l3 - r33 1 .\ 1 r12 _ r22 r-12 r42 1 rls r23 r13 r43 1 )
- - — - e s | T - e e . 4-k
-r)F|r-n{{n-r, r-r, JF> {r-r, r-r JF° r,-r|\rn-r, nr-r, JF> {r-r, r1r-r, JF° "

2_p2  g2_¢2
=b —c for every constants b,c and d , then

Since -
d-b d-c
r14 - r24 r14 - r34 1 r14 - r24 r14 - rf 1
- - - _5+... at+4_k
rl—r2 rl—r4 F

h—1Iy

q 3 .3 .3 .3 3 .3 .3 .3
Xt _ Z Hk 1 n—-n _ n—-nr _ 1 n—-n _ -1 1 + 1
ko3 Na||p-p{ K- "Ih-RK - - /-1 ||F* |L-B(R-n §K-n
q o 3+j  3+] 3+ 3+ 3+j  3+] 3+j L 3+]j
_ 6 L B I N S B Wt S Wl S | PO o =1 o __(28
=2 > t—jk » =1, (2.8)
k=03~ Tajso 2~ 1 h—-n h—-n o -1y h—n -1
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By using the same argument, we can generalize the above results to the following general formula for representation of ARMA(p,q) process in terms of
it's white noise ,
p(J+p_11r1’r211rp) a-t_J_k y p=2,3,

X, = ——-—(29)
q
2

Where for k=3,4,--- ,

T MS

at j—k , p=1

T MS

nk(j+k=1m,1,..5)= (k=111 M) ~ma (HK =1 1,1, l o, 1)}

k-1~ Tk

1 1 ) ) . )
{ (Mo (k=L o) =2 (T +K =11, 3, Ty 1)) (M2 (i +k =11t _2) ~ T2 (i +k =1, rlv--’rk—3!rk))} ---—(2.10)

-1 =Tk (Tk-2—Tk-1 k-2 — Ik

Il
And so on until we reach to 72(l,a,b)=———"where | is positive integer number .
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THE CHARACTERISTIC FUNCTION OF ARMA (p,q) PROCESS

By using the general formula in (2.9), we can write yy (u) in terms of y, (u) for
ARMA(p,q) process as follows,

wy(U)=E eXp{iUXt}

q 0
E exp{iu(Zsznp(j +P=10,0,,..,T )jatjk}
k=0  j=0

q

= ﬁE eXp{iUHkﬂp(j-i- p_11r11r21""rp)}at—j—k

k=0 j=0

q 0

HHV/a(Uanp(j+ p_lirla---yrp)) y p:2,3,...

k=0 j=0

= (3.1)

q o _

HH‘/ja(UHkrll) ) p=1

k=0 j=0

Example (1)

Suppose that {x,} is an ARMA(p,q) process and it's white noise follow normal

distribution with characteristic function v, (u) = exp{iux—(u?s2 /2)} , then the
characteristic function of {x,} can be written as,

q o
TTI Texpliubang(i+p-Ln,...rp)u— quzazner(Hp LR,..1p)/ 2 p=23...
k= Oj 0
wy (u) =
HHexp{luekrly uw2gr2io? 12} p=1
k=0j=0
A g oo . uzo_z q
expiul D> G, (J+ P=11,1,) |- 5 SN0 ni(i+p-Lr,.r) . P =23
_ k=0 j=0 k=0 j=0
. 4 & i UZUZ 4 & 2 2]
expsiup > o, - >0k ,p=1
k=0 j=0 2 i35

So, the distribution of {x,} will be,

q o«
N{uzzaknp(Hp—Lrl, rp).c Zzaknp(Hp Lr,.. ,rp)J,p:2,3,...

X~ k=0j=0 k=0j=0
t~ 4
[E a3 St et
k=0 j=0 k=0 j=0
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As special case , if p=2 then, the distribution of ARMA(2,q) process will be normal

- q r1j+1 rJ+l ]+1 rj+l 2
with mean, 2> > -L——2—6, and variance O'ZZZ 12 |2,
n-r

k=0 j=0 n-r k=0j=0
ARMA(3,q) will distributed also as normal with mean,

0 0 rJ+2 rJ+2 rj+2 _ rj+2 )
k L : |, and variance
r3

k=0'j=0 I h=r h—=r
. . . . 2
q o 2 j+2 j+2 j+2 j+2
o2 ZZ gk n-n _ -
2
00 (I, —13) n—rn n—r
Example (2)

Suppose that {x,} is an ARMA(p,q) process and it's white noise follow Cauchy
distribution with characteristic function @, (u) =exp{iud —m|u|} , then the
characteristic function of {x,} can be written according to (3.1) as,

q o
HHexp(iduﬁknp(j +p-1n,..., rp)—m‘uﬁknp(j +p-1n,..., rp)‘) ,p=23...

vx =1, 00
HHexp(idqurlj —m‘u@krlj D p=1
k=0 j=0
g © q o
exp(iudZZHknp(j P10 r)=mlu| > |0, (J+ P11t )U p=23,...
_ k=0 j=0 k=0 j=0
I q = _
exp(iudZZ&krl‘ —mlu| YY" | 6,1 ‘] ,p=1
k=0 j=0 k=0 j=0

So, the distribution of {x} will be,

g »® q o
(dZZHknp(j P10, 0,), MY 107, (J+ P=11,, )U p=23,..

X, ~ Cauchy k=2 = . k0170
350 350w Pt
k=0 j=0 k=0 j=0
As special case , if p=2 then, the distribution of ARMA(2,q) process will be
0 I j+ -, j+l j+l —r) j+1
Cauchy with parameters , d Z >ot—2—and m Z Z
k=0 j=0 - k=0j=0 n-rp
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ARMA(3,q) will distributed also as Cauchy with parameters ,

q o 9 I,j+2_rj+2 rj+2_rj+2
dzz k 1 2 3 and
= - I I n-r

r—

q o j+2 j+2 j+2 j+2
mzz| ek [rl - _ n-n J
k=0 j=0‘r2 - n-nrn n—r

Example (3)

Let {x,} be an ARMA(p,q) process and it's white noise follow Inverse Gaussian (1G)
distribution with characteristic function @ (u) = exp{—(-2iAu)"?} , then the
characteristic function of {x,} can be written according to (3.1) as,

g o

HHeXpL(—ZMueknp(H p—l,rl,...,rp))l/z} , p=23,...
rx =107 ;

HHexp{—(—zi/wekrlj)l } p=1

k=0 j=0

Ms

@, (i +p-1 rl,...,rp)"z} P=23...

q
exp{ —2iAu)?y’

k=0 j

exp{ (233 (o )1} p=1

k=0 j=0

Il
o

8

So, the distribution of {x;} will be,

2
g o
ﬂ[ZZ(@knp j+p-1r,..., rp)“ZJ . pP=23,...

=0j=0

=

{E5per]

As special case , if p=2 then, the distribution of ARMA(2,q) process will be
1/2°\?

]+1 I’ j+1

Inverse Gaussian with parameter , z Z{Hk
-r
k=0 j=0 n-r

ARMA(3,q) will distributed also as Inverse Gaussian with parameter,

q j+2 j+2 j+2 j+2 12 2
= - -
A ZZ(I’ ( r-—r - r,—r
2 2 1 3

k=0 j=0

Example (4)
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Let {x,} be an ARMA(p,q) process and it's white noise follow Gamma distribution

d
m_ j , then the characteristic function of
m—iu

{X;} can be written according to (3.1) as,

d
q o
[111 m p=23...
M= 1UG7p () + P Fplp)

with characteristic function @ (u) =(

wx ()=

lﬂ[ﬁ{m_—m,J p=1

The above formula does not assign any traditional probability distribution of {x,}, so

one can use the uniqueness relation between the probability distribution and it's
characteristic function to find the probability distribution of {x.} .

COEFFICIENTS OF THE CAUSAL ARMA(p,q) PROCESS

If we use the transformation h =k + j , equation (2.9) can be rewritten as ,

0 h

3 30 1y (i +P-Lhh)a, P28
X, =q"0 | (4.9
zeh—j n'a., , p=1

h=0 j=h-q

0
0

Then from the above equation and equation (1.10) we can exactly determined the
valuesof g, (h=012,...) tobe,

h
> 0 m,(i+p-Lr,..r) ,p=23..
j=h-q
j=0
9n = (4.2)
h .
Zeh—j r’ , p=1
j=h—q
j=0
Examples 5

Following special cases of ARMA(p,q) as examples to describe the above work .
A ARMA(2,1) process
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From equation (1.2) we can write the ARMA(2,1) model as,
X, :(rl+r2)xt—1_rl X, +a +01 Ay (6.0
If we substitute in X, , and X, , , (5.1) can be rewritten as ,

Xe=(r+r){n+r)Xeo—rr Xy g+a g +01a o -1 {n+r)Xe g —rr X 4+ag o +6 a_3)
+at +91 at,]_
=ag+(r+ry+6))a g +((n+12)0 —1iry)a s —nr a_g +(n+12)? Xi_p —2nr, (i +1,) X3
=g +(r1 +r +91)at—1 +((r1 + r2)¢91 - rlrz)at—Z —hrp a3 +(r1 +r )2 .
(L +r)Xe g -1y Xe g +ap+6 8 gj—2nr, (r+12) X 3

By respectively substitutions as we did above , and then , compare the resulting
equation with equation (1.10) , we can get ,

9o =1
0, =671+I’1+I’2
9, :(rl"'rz)z +(r1+r2)01—r1 r,

2 2 3 2 2 3 (5'2)
g3=(r1 +rlr2+r2)6?1+r1 +ron+rn+r,

According to the traditional method .

The values of g, (h=12,..) in(5.2) can be obtained simply by using our general
formula , since from (4.2) , we can write ,

h
g, = Zeh—j 772(j+1’r1’r2) (5.3)
j=h-1
szo
r, — .
If h=0 ,then g,=6,7,@1,r,r,)=06,- "2 =1,andsoif h=1,then,
17 "2
r—r (r,—1,)?
9, = 1772(1,r1,r2)+¢90772(2,r1,r2):¢91rl 246, i : =6, +r,+r,, and so on
17 12 17 %2

for the other values of h=2,3,4,... .

B ARMA(2,2) process

From equation (1.2) we can write the ARMA(2,2) model as,

xt = (rl + rz) Xt—l -nn thz +a;, + 91 a, + 92 a,_, (5-4)
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If we substitute in X, ; and X,_, , (5.4) can be rewritten as ,

Xe=(r+){n+0)X o —nn X g+a 1 +6Ga_r+0a_3/-K,.
(R +0)Xi 3 -AnXia+a_p+0a 3+0a _g+a +6a_1+0a
=a+(R+n+0)a 1+ (0, +(n+1)0 —nrn)a_o + (05 (R +1)-6inn)a_s— 0 nr a4
+(n+ 0l X -2 +n)an X g +(mn)P a4
=a+(R+n+0)a g+ (0, +(n+1)0 —nrn)a_o + (0, (R +1)-6nn)a_3—0nn a4
+(n+ PR+ 0)X s =i X a+a o+ 6 a g+ e g)-2(n+0)00

AR +0)X 4 —nr Xis+a_g+Ga_4+60a_s|+(nr) a_s

By respectively substitutions as we did above , and then , compare the resulting
equation with equation (1.10) , we can get ,

Jdo =1
9, =6,+1r+T,
9, =(r1 + r2)2 +(I’1 + I’2)91 -nr,+6, (5.5)

0, :(rl +I’2)3 _(rl r2)6’1_2r1 r, (rl +I’2)+191(I’1 +I’2)2 ‘ng (I’l+l’2)

According to the traditional method .

The values of g, (h=12,..) in(5.5) can be obtained simply by using our general
formula , since from (4.2) , we can write ,

h
gy = Zeh—j 772(j+1’r1’r2) (5.6)
j=h-2
szo
If h=0 ,then g,=6,7n,(,r,,1,)=06, "' 1 andsoif h=1,then,
17 "2
n-n (rl_r2)2
9, =61m,L,1,1,)+6,1m,(2,1,,1,)=6, +6, — =0, +1,+1, , and so on
17 12 17 12

for the other values of h=2,3,4,... .
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