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Abstract: The poor Company’s output is directly related te thoor performance of the production
workers, which is a function of how effective drese factors influencing production is maintained i
the manufacturing workers. Therefore a survey ef filictors affecting manufacturing workers in
industries in Anambra State was carried out to @sde whether there is any effect of the factors on
the productivity of workers, and by what degrethe effect, and what improvement to be made in the
problems arising in manufacturing due to the fast@xperiments were designed to investigate those
identified specific factors that have effect on rapers of machines in manufacturing shops to
generate data needed in the analyses. Resultsngatdiiom the various statistical analyses performed
were studied and interpreted. The multi linear eggion of correlation coefficients, R and coeffitie

of determination, Rof the chosen factors: Power/Energy, safety, Maiance, Training, and
Technology were respectively calculated to judtify data. Other information were presented in
graphs and tables validating the claims over thsutes, whether any of the factors affecting or not
affecting the performance of manufacturing workiartndustries in Anambra StatBesults obtained
show that some of the identified factors affect peeformance of manufacturing workers in the
manufacturing industrieszinally, there is no co-linearity among the factors

Keywords: Industry Factorial Indicesmanufacturing workers, Performance, Regressionflicaafts
and Co-linearity.

1.0 Introduction

Historically, manufacturing was usually carried out by a singlesl artisan with assistants, until the
era of industrialization when workers were employedwork, that the guild system protected the
rights and privileges of workers. In spite of tldsvelopment, even to date, and there are still
inadequacies in achieving satisfaction to manufagguworkers. This situation is then one of the
reasons for low performance of manufacturing waskbtore so, there are some factors of production
that are found to greatly affect the performanag,few of these factors were selected for studies i
this research. In summary, in any of the productioit, production workers or employees problems
may either be power, trainings, maintenance, mtitiug, technology and safety or others which are
also the problems of the company’s management. arheunt of mental energy that a production
worker is prepared to expend on a job to achiewersain level of performance varies with the
availability of those factors, incentive and motiga. The reality of the effects and quantitative
significance of those factors have not been estaddi with relevance to Anambra State of Nigeria, a
case study.

This leads to collection two forms of data- infotmoa from the individual workers through oral
examination (Test Study) and industrial measureroémiork capability (affected by these factors) of
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individual manufacturing workers (Time Study) inrieaus the establishments or Industries under study
in the State. The data generated are organizedlies.

1.1Problem of the Study

The most important dependent variable in industia organizational psychology is job performance
which is a product of workers performance. Onehef thajor concerns of manufacturing companies is
focused on improving worker productivity, whichase of the job performance measures, (Borman,
2004). Greguras (1996) describes job performancthe®xtent to which an organizational member
(production worker) contributes to achieving thgestives of the organization. Employee’s motivation

is one of the strategies that managers must natamketo enhance effective job performance among
production workers in organizations. Motivationtlie management process of influencing behaviour
based on the knowledge of what make people tickhdns, 1998).

Incessant power outage and high cost of dieselyzardhe ability and effort of production workers
while the profit margin that could have been higlowgh to better the conditions of the production
workers are drastically reduced by high cost oBeliend maintenance of generators. In Nigeria, not
only in Anambra State, poor electricity supply ierlpaps the greatest infrastructure problem
confronting the manufacturing sector. The typicalgdtia firm experiences power failure or
fluctuations about fourteen times per week, eashing for about two hours or more without the
benefit of prior warning. This imposes a huge amstthe firm arising from idle production workers,
spoiled materials, lost output, damaged equipmentd aestart costs. Training, Safety,
Maintenance/Repair, Technology, Equipment are absasing retrogression in overall Company’s
effectiveness. Other factors, such as LeadersHaxtafeness, Time management, Process change,
Cycle time, Shift duration, environmental Condisamd Anthropological characters are also affext th

manufacturing workers performance in the manufaoguindustry in Anambra State of Nigeria

1.2 Aims of the Study

The aim of this study is to determine the factoiiadices affecting manufacturing workers in

industries in Anambra state of Nigeria.

1.3 Objectives of the StudyThe objectives of this thesis are

1. To determine joint and relative contributions o€ timdependent variables (Power/energy,
training, motivation, technology, maintenance/repaand safety) to the manufacturing
workers performance.

2. To determine any significant relationship that exibetween these independent and the

dependent variables.
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3. To determine quantitative measure or factorial dadiof the various independent variables
affecting production worker.
4. To develop models that predict enhancement moduteamufacturing workers performance

in industry.

1.4 Hypotheses
Condition for Acceptance or Rejection of the hymsiks,
at 0.05 significance level:

H; < Significance level < |

Ho: That those factors, Power/Energy, Trainingtivadion, Maintenance/Repairs,

Technology & Safety does not affect teefprmance of manufacturing workers.
Ho: That these slope coefficients in the modehdbpredict the model generated correctly.
Ho: That the results obtained occurred by chance.

This study is therefore intended to assidilling the gap through an in-depth study of sobut
not all factors that affects manufacturing empleye@vorkers). Anambra State and plastic
manufacturing industries were taken as a case skatythis purpose, relevant literature in thedfief
study and other stakeholders in medium and largke sndustries were reviewed. This is done with a
view to understanding those strategic factors caimshg the effective performance of production

worker in manufacturing industries in Anambra Statparticularly and in the country in general.

2.0 Literature Review

The most important dependent variable in industiadl organizational psychology is worker (job)
performance. According to Borman (2004), one ofrii@or concerns of manufacturing companies is
improving workers productivity, which is one of tfab performance measures. Gregura, Ployhart and
Balzer (1996) described job performance as thenéxte which a company worker contributes in
achieving the objectives of the organization. Ke{R006) puts it that, when you expect the begpatut
from your employees, they will be given the besatment. On the other hand, when you give
employees low incentives and motivation, you reeédw performance in return, which was named by
Marizoni and Barsoux (2004) as set-up to fail spnale.

A lot of factors affect the performance of a praitut worker positively in Nigerian manufacturing
firms, in South Eastern States as case study. Taet@'s include but not limited to (i) Power/Engrg
infrastructure (i) Trainings (iii) Motivations (Jv machines reliability, (v) Technology and

Technological changes and (vi) Work place safety Gtandard Equipment. However, other factors,
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such as, leadership effectiveness, time managementess change and others, also influence the
production worker performance in the medium andjdagcale manufacturing industry in Nigeria.
These factors have been found individually to Hasen affecting manufacturing workers performance
in industry, and it is very important now to undéudy if some combination of two or more factora ca
affect performance as much or less of the indiVidaetors. This phenomenon demands the use of
multi-linear regression approach in the analystse dutputs of the single and multiple factors rissul

can be compared. This is one of the intentionsisfrioble work.

3.0 Methodology

This research work utilized both primary and seespdnethods of data collection. The primary data
collection was obtained from three plastic manufacg firms in Anambra State: Millennium

industries Awka, Sunflower plastic industries Awetad Louis carter industries Nnewi. In ensuring
high validity of the primary data, personal supsios of workers performance (time studies) daily

were carried out.

The observation technique applied assists immenselgonfirming the organizations’ facilities,
operational procedures, level of motivations predid safety precautions adopted, technical and
managerial competence and more importantly prodoctvorkers actual daily output in relation to
company’s maximum daily quantity target. The See@wpddata collection was through Test Study
(Finding reality from individual workers) and soascwhich include textbooks, internet exploration,
seminar papers, journals, magazines and periodialgct, published literatures from both internal

and external sources served as secondary datasourc

3.1 Methodologies in Data AnalysisWAYNE W. DANIEL, (1977),]
3.1 Theoretical Data Analyses

In general, one may display the measurements @redtions from a completely randomized design

consisting of k treatment levels as shown in t&oteslow.
The symbols used in table 2 are defined as follows.

y;= ith measurement from treatment j, where i= 1, 2,..nj

andj=1,2,....k
T.j = X2, yij = total of the measurments in the jth column (1)
_ T.: Efli:. ¥i; , ,
y= ;L = —l=n-—¢ = means of the measurments in the jth column(2)
T J

Table 1: Measurement obtained from a completelgoanzed experiment

47



European Journal of Business and Innovation Relsearc
Vol.1, No.1, March 2013, pp. 44-71

Published by European Centre for Research, TrammpgDevelopment, UK (www.ea-journals.org)

Treatment
1 2 3 . . . k
Y11 Y12 Vi3 . . . Yak
Y21 Y22 Ya3 . . . Yok
Yia Yie Yis : : : Yk
Ynll Ynz2 yn33 . . . )ﬁkk
Total T, T., T4 . . . T.. T.
Mean ¥4 ¥z Y3 Ve Y-
Variance 5.7 §7 52 52 52

The  variance of the measurement in  the jth columns igiven as

nf r _onE
E'i.l-_}'["_}" :l

g2 —Zizalg T 3
i m— 3)
J
I — Tk mj
Total of all measuremen®.. = 271 T, = X7 22,V (4)
— _ T _ i
Mean of all measurements,.= — whenmn = E}:lnj 5)
T

Then variance of all measurements

£E I (s )
— Sjmafima i ¥
n-1

52

(6)

The total sum of squares then is partitioned imto sum of squares components, one associated with
variability among treatments and one with variapilwithin treatments. The sum of squares
(abbreviated SS) ascribable to variability withieatments in generally referred to as the error sim

squares (SSE).

Using the symbols of table 2, we may write theultssof the partitioning as follows:
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k

DY y— 7= ) -5.)

j=1i=1 j=1

+ E_J;=1 z?ij_[}’f_;‘ - :'F-_;.' ] (7)

Total sum of squares = Treatment sum of squaresot sum of sources,
SST = Total sum of squares

SSTR = Treatment sum of squares

SSE = error sum of squares

O The partitioned total sum of squares is expreased

SST = SSTR + SSE

-

In summary SST £§=1 Efil vi—C (8)

= (sum of all squared observations) — C

Where

1 nj z i
_ I'._."" _ {E_',-'{:'E[é-_?'[j} {grand totla)®

B (9)

n n total number of obervations

— k :
and n = 2, nj

T.E
SSTR :Ejf:l — — (' = (sum of all squared totals divided by the cqroesling group size) — C
nj
(10)
Finally, the error sum of squares is obtained tigtraiction
SSE = SST - SSTR (11)

Although it is possible to compute SSE directlyg ttalculations are quite tedious, and consequéntly

is more practical to obtain this quantity by subtien.

Also variance ratio (VR) is given as the ratiotloé treatment mean square to the error mean
square.

METR

Variance Ratio VR = (12)
MEE

Variance ratio is the test statistic used to deitsenwhether or not to rejectoHthrough the valid use of

this test statistics rests on a set of well defiagsumptions.
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Table 2: ANOVA table for one-way analysis of vagan

Source of variation SS Df MS VR
Treatments SSTR K-1 MSTE
MSE
MSTR _551’&'
E-1
Error 55E n—k -
55T n—1
MSE= 5SE
n—K

3.2 Manufacturing Workers Performance [BEELEY, HO77),]
The workers daily performance is calculated ushgrelation

g
P (x1j = Q_z

Where Q = fixed or max. Daily machine capacity
Q = Actual daily output and

P (%) = worker perform each day

Actual daily output
Worker performance each day—= : : : (13)
fixed ormax.Daily machine capacity

Meanwhile, machine daily max capacity is given gy telation below.

Max capacity per day = Daily working hour

Cycle time

O Cycle time = one hour (24)

Max. Capacity per hour

The total standard times produced by an operatraatirect function of the number of parts, pieces,
amount of weight, volume etc., produced and thedsted times to produce them. Therefore total

standard times for all measured and estimated donle from which

units of work produced x cycle time 100 P
o

Operator Performanc = x
P f number of minutes wse to produce them 1
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total standard minutes produced 100

Operator Per formance = numbsr of minutes to producs them 1 15b

Also

Operator Performarnce =

Q ;::;;:r;:;:au::?jan * % 15¢

Table 3: Treatments and Performance Values Genated from the Test and Time

Studies

Company | power | Training | Motivation Technology | M/repairs Safety | Performance
workers |y X, X3 X4 Xs Xe P
L, 13 14 13 13 10 14 54
L, 11 13 13 16 15 16 60
Ls 14 15 15 12 10 12 48
Ly 16 17 18 10 8 9 42
Ls 18 17 20 8 6 6 34
Le 8 6 8 22 22 25 81
L, 8 8 8 21 21 24 80
Lg 10 10 10 20 16 20 72
Lo 11 12 10 16 14 18 64
Lio 10 11 10 18 18 21 72
Si 10 10 9 18 18 20 73
S 13 13 14 14 11 14 55
Siz 16 17 18 10 8 9 40
Si4 12 13 12 16 13 16 60
Sis 16 16 17 10 9 10 43
Sie 12 12 11 17 14 18 64
Si7 9 8 8 21 20 24 79
Sis 12 14 12 15 12 16 58
Sio 6 7 5 24 24 25 90
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Sz 10 11 10 18 17 20 70
M2 20 19 20 8 6 6 32
Moz 16 16 17 11 12 10 44
Mos 10 11 12 17 14 18 65
Mas 14 16 15 12 9 12 47
Mos 11 12 14 15 13 16 61
Mg 13 14 14 14 10 14 53
Moz 9 10 8 20 19 21 76
Mg 9 10 9 21 18 22 75
Mg 12 6 6 22 22 25 84
Mo 10 9 11 20 20 23 77

NB: L = Louis Carter work, S = Sunflower workers, Mvillennium worker

4.0 Data Analyses and Result Discussions

Collation and analysis of data obtained from thre¢hcompanies visited by the researcher was carried
out. Individual actual average performance obseevad recorded by the researcher and the factorial
test study values from the three companies totalimty (30) workers was computed and tabulated int

a useful form and used to generate the expectecinme@ded and further analyzed to get the results

that satisfy the three hypotheses.

4.1 General Outputs SPSS Regression Analysis

Table 4: Variables Entered/Removed

Variables Variables
Model JEntered Removed Method

1 Safety; . Enter
Energy;
Repairs,
Motivation;
Training,
Technology

a. All requested variables entered.

b. Dependent Variable: All workers [Performance.]
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Table 5 Model Summary
Adjusted RStd. Error of th
Model |R R Square [Square Estimate
1 .998 .996 .995 1.13549

a. Predictors: (Constant), Safety, Energy, Repalgtivation,
Training, Technology.

Table 6 NOVA®
Model Sum of Sq. df Mean Sq. F Sig.
1 Regression [|7095.712 6 1182.619 917.229 |.00G"
Residual 29.655 23 1.289
Total 7125.367 29

Table 7 Coefficient$

Unstand.d Coeffs. Stand’d Coeffs.
Model B Std. Error Beta t Sig.
1 (Constant) 51.139 11.009 4.645 .000
Energy -.424 .199 -.087 -2.130 |.044
Training -.556 317 -.124 -1.754 1.093
Motivation -.679 .235 -.174 -2.888 .008
Technology |.773 .349 222 2.216 .037
Repairs .539 181 175 2.982 .007
Safety .640 313 .235 2.049 .052

a. Dependent Variable: Performance.

4.2 Graphical Representation of Data

The Data tabulated in table 6, was analyzed wittCEX LINEST and SPSS Software and a
graph drawn for the six independent variables hih dependent variable (performance). The SPSS
software was used to create the XY-plot each fersilx predictors (X— Xe) against performance (P)
(fig 1-6) for the thirty workers shown in table Bhis SPSS package, when customized, displays both
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the Model, values of correlation coefficients (Rdahe value of the coefficient of determinatiorf)(R
for each independent variable;\¥lotted against performance (P). The is fit dihaar distribution and
was tested, and it was found that the coefficiémtetermination Rwas very good and is in the ranges
from 0.883 to 0.987 (shown in tables 11, 14, 17, Z® and 26), hence all the curves present good

correlation coefficient R\(R?)].

THE GENERAL REGRESSION MODEL (from table 7)

P (X) = 51.14 - .424X- .556% - .679% + .773% + .539% + .640% (16)

The percentage contributions of the factors effecperformance are calculated such that motivation
18.80%, power/energy = 11.69%, safety = 17.72%ntenance =14.93%, training = 15.40%, and
technology = 21.41%.

4.3 SPSS- Model Summary, ANOVA, Parameters Estimaseand Graphs

A) power/Energy SPSS outputs

Table 8. Model Summary
R R Square |Adjusted R Square |Std. Error of the Estimate
.940 .883 .879 5.447

The independent variable is Power/Energy.

Table 9 ANG
Sum of Squares df Mean Square [F Sig.
Regression]6294.737 1 6294.737 212.1921.000
Residual |830.630 28 29.665
Total 7125.367 29

The independent variable is Power/Energy.
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Table 9 ANG
Sum of Squares df Mean Square [F Sig.
Regression]6294.737 1 6294.737 212.1921.000
Residual |830.630 28 29.665
Total 7125.367 29
Table 10 Coeffiois

Unstandardized Coefficients |Standardized Coeffs.

B Std. Error Beta t Sig.
Power/Energ |-4.604 .316 -.940 -14.567 |.000
(Constant) |116.861 3.911 29.882 [.000

s0.00=—

20.00=—

70.00=—

so0.co=—

50.00—

Performance

ao0.00=—

30.00 T T T T
&.00 .00 1z.00 15.00 18.00

Power/Energy

Fig 1: Performance Vs Power/Energy

B Training SPSS Outputs

Table 11 Model Summary

R R Square |Adjusted R Square Std. Error Estimate
979 .959 .957 3.237
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The independent variable is Training

Table 12 ANOVA

Sum of Squares df Mean Square F Sig.
Regression ]6832.000 1 6832.000 652.071 |.000
Residual 293.367 28 10.477
Total 7125.367 29

The independent variable is Training.

Table 13 o€fficients

Unstandardized Coeffs. Stand’d Coeffs.
B Std. Error Beta t Sig.
Training -4.410 173 -.979 -25.536 |.000
(Constant) 115.710 2.194 52.749 .000
90.001 2 Dpeerved

80.007

70.007]

60.007]

50.00-

Performance

40.007

30.00 T T T T
6.00 9.00 12.00 15.00 18.00

Training

Fig2: Performance Vs Training
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C — Motivation, SPSS Outputs

60.00—

50.00"

40.00"

30.00

Motivation

Fia & Performance Vs Motivatic

Table 14  Model Summary
R R Square [Adjusted R Square Std. Error Estimate
977 .955 .953 3.390
The independent variable is Motivation.
Table 15 ANOVA
Sum of Squares df Mean Square F Sig.
Regression ]6803.551 1 6803.551 591.952 |.000
Residual 321.816 28 |11.493
Total 7125.367 29
The independent variable is Motivation
Table 16 Coefficients
Unstandardized Coeffs. Stand’d Coeffs.
B Std. Error Beta t Sig.
Motivation -3.824 157 -.977 -24.330 |.000
(Constant) 108.542 (2.020 53.741 |.000
o
cd © Observed
E 90.00— —_— Linear
—
L.g 80.00
S
()
Q_‘ 70.00-
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D- Technology SPSS Outputs
Table 17 Model Summary

R R Square |Adjusted R Square Std. Error Estimate

.992 .985 .984 1.982

The independent variable is Technology.

Table 18 ANOVA
Sum of Squares df Mean Square F Sig.
Regression |7015.324 1 7015.324 1785.023 |.000
Residual 110.043 28 [3.930
Total 7125.367 29

The independent variable is Technology

Table 19 €fticients
Unstandardized Coeffs. Stand’d Coeffs.
B Std. Error Beta t Sig.
Technology. |3.463 .082 .992 42.250 |(.000
(Constant) 6.473 1.358 4.767 |.000

90.00—

near

80.00—

70.00—

60.00—

Perform

50.007]

40.00—

30.00 T T T T
5.00 10.00 15.00 20.00 25.00

Technology

Fig 4: Performance Vs Technology
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E- Maintenance/Repairs SPPS Outputs

Table 20 Model Summary
R R Square |Adjusted R Square Std. Error Estimate
.975 .950 .949 3.553

The independent variable is Maintenance/Repairs

Table 21 ANG
Sum of Squares df Mean Square |F Sig.
Regression |6771.914 1 6771.914 536.460 |.000
Residual 353.453 28 12.623
Total 7125.367 29

The independent variable is Maintenance/Repairs.

Table 22 Coefficients

Unstandardized Coeffs. Standard.d Coeffs.

B Std. Error Beta t Sig.
M/Repairs 3.004 .130 .975 23.162 .000
(Constant) 18.806 1.965 9.570 .000

90.00—

.....

80.00=—

70.00™

60.00

50.00=

40.00™

30.00 T T T T
5.00 10.00 15.00 20.00 25.00

Maintenance

Fig. 5: Performance Vs Maintenance / Repairs

Performance
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F - Safety, SPSS Outputs

Table 26 Model Summary
R R Square |Adjusted R Square Std. Error Estimate
.994 .987 .987 1.810

The independent variable is Safety.

Table 24 ANOVA

Sum of Squares df Mean Square F Sig.
Regression |7033.639 1 7033.639 2147.024 .000
Residual 91.728 28 3.276
Total 7125.367 29

The independent variable is Safety.

Table 25 Coefficients

Unstandardized Coeffs. Stand’d Coeffs.

B Std. Error Beta t Sig.
Safety 2.706 .058 .994 46.336 .000
(Constant) ]16.312 1.035 15.758 .000

© Obs
90.00— =4 —_— Line

80.00

70.00

60.00=

50.00

40.00™

Performance

30.00 T T T T
5.00 10.00 15.00 20.00 25.00

Safety

Fig 6: Performance Vs Safety
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Table 26 Model Summary
Change Statistics
R Squar Sig. HDurbin-
Model |R R Sqg. |Adj. R Sq. [Std. Err. Esti. [Change |F Changqdfl [df2 |Change |Watson
1 .998' [.996 |.995 1.13549 .996 917.229 |6 23 |.000 2.032

a. Predictors: (Constant), VAR00006, VAR00001, VARO5, VAR00003, VAR00002, VAR00004

b. Dependent Variable: VAR00007

Table 27 ANOVA
Model Sum of Squares df Mean Square F Sig.
1 Regression [7095.712 6 1182.619 917.229 .00G"
Residual 29.655 23  [1.289
Total 7125.367 29
a. Predictors: (Constant), VAR00006, VARO00001, VAR05, VARO00003, VARO0000:

VARO00004

b. Dependent Variable: VAR00007

affle 28 Coeffinte 2
Unstand’d |Stand 95.0% Confi(Correlations Collinearity
Coeffs. Coeff Interval for B Statistics
Std. Lower |Upper (Zero Toler
Model B Error [Beta |t Sig.|Bound [Bound |ordenPartial{Part [ance [VIF
1 (Constant){51.13911.01 4.645 |.000128.366 (73.912
VARO0O000 |-.424 (.199 (-.087 |-2.130|.044-.836 [-.012 [-.940[-.406 [-.029[.110 |9.124
1
VARO0000 |-.556 (.317 [-.124]-1.754|.093-1.212 [.100 |-.979(-.343 [-.024{.036 |27.409
2
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VARO0000 |-.679 (.235 (-.174]-2.888|.008-1.165 [-.193 |-.977[-.516 [-.039].050 |19.95]
3

VAROO0O0O0 |.773 |.349 |.222 |2.216 |.037].052 [1.495 |.992|.420 ].030].018 |55.194
4

VARO0000 J.539 |.181 |.175 |2.982 [.007].165 |.913 [.975(.528 |.040/.053 |19.024
5

VARO0000 |.640 |.313 |.235 |2.049 [.052-.006 |1.287 [.994(.393 |.028|.014 |72.827
6

a. Dependent Variable: VAR00007

Table 29 Co linearity Diagnostic’
Variance Proportions
Eigen |Conditio |(Constan
Model Dim.Jvalue |n Index () VARO0O01 |VARO002 [VAROO3 |[VAR00O4 [VAROO5 |VARO06
1 1 6.492 (1.000 [.00 .00 .00 .00 .00 .00 .00
2 491 |3.635 |.00 .00 .00 .00 .00 .00 .00
3 .008 |28.735 |.00 45 .10 .00 .01 .09 .00
4 .005 [36.567 |.00 31 .03 .50 .00 .18 .01
5 .003 [45.794 |.00 .01 .23 19 .02 71 .07
6 .001 (82.410 |.00 .01 .02 .00 g7 .01 .61
7 .000 |151.001 |1.00 22 .61 31 19 .00 31

a. Dependent Variable: VAR0OQ7

Table 30a Correlatis

VARO07(VARO001 |VAR002 |VAROO3 |VAROO4 [VAROO5 [VARO006

Pearson VARO0O07 |1.000 |-.940 -.979 =977 .992 975 .994
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Correl.  VAROO1 |-.940 |1.000 .898 .923 -.936 -.889 -.933

VARO002 ]-.979 .898 1.000 .946 -.972 -.962 -.979
VARO003 |-.977 .923 .946 1.000 -.969 -.936 -971
VARO004 |.992 -.936 -.972 -.969 1.000 .966 .988

VARO005 |.975 -.889 -.962 -.936 .966 1.000 .968

VARO006 |.994 -.933 -.979 -971 .988 .968 1.000
Tablel80 Excluded Variable$
Collinearity Statistics

Minimum

Model Betaln |T Sig. Partial Correl [Toleance |VIF Tolerance
1 VAROO1 [-.10Z [-1.778 [.087 -.324 130 7.686 [.130
VAR002 [-.163 [-1.609 [.119 -.296 .042 23.629 [.042
VAR003 [-.213 [-2.577 [.016 -444 .056 17.782 |(.056
VAR004 |.445 3.918 [.001 .602 .024 42.414 |.024
VARO005 |.209 2721 |.011 464 .063 15.832 (.063
2 VARO01 |-.057 |[-1.149 |.261 -.220 122 8.225  [.022
VAR002 |11 [-1.314 |.200 -.250 .041 24.290 |.018
VAR003 |-.148 |[-2.058 |.050 -.374 .052 19.055 |.021
VAR005 |.149 2212 |.036 .398 .059 16.989 [.021
3 VARO01 [-.086 [-1.868 [.073 -.350 115 8.695 [.020
VAR002 [-.07G¢  |-.832 413 -.164 .038 26.078 |[.017
VARO03 [-.175 [-2.721 [.012 -.478 .051 19.488 [.018
4 VARO01 |-.073 [-1.762 |.001 -.338 14 8.810 [.017
VAR002 |-.096' [-1.291 |.209 -.255 .038 26.466 |.014

a. Predictors in the Model: (Constant), VAR006

b. Predictors in the Model: (Constant), VAR006, V(R
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c. Predictors in the Model: (Constant), VAR006, VR, VAR005
d. Predictors in the Model: (Constant), VAR006, V1, VAR005, VAR003

e. Dependent Variable: VAROO7

4.0 Discussion of Results
4.1 Graph's Summary.

From above graphs and model summaries, it is wivglen that all the plottings are linear with good
coefficient of determinations Rhence a good correlation coefficient which summesithat all the

predictors or independent variables affects perémee of manufacturing workers. Again, the graphs
clearly proves that the predictors-Power/Energyaifiing and motivation affects performance

negatively while Technology, maintenance/Repai safety affects workers performance positively.

4.2 Discussion of Results Generated in SPSS

Abinitio, the objective of this work is to find theelationship between the predictors
(independent variables) and performance of the ymamh worker in a manufacturing industry. A
regression analysis was carried out on the databdés 3, 4, 5, and table 6 which was obtained from
the three companies under study. The model sumsnafi¢he regression analysis on these Factorial
data (Table 29) indicate that the regression mdule good coefficients of correlation between 9.99
and 1.000 and their coefficients of determinatietween 0.998 and 0.999.

The ANOVA tables of table 9 and 30, show good i§icence of the predictors evaluated at
the three companies with a 95% confidence intenel 0.05 significant levels. The multi-linear

regression models developed from these analyseg\ee as follows:
For Louis Carter:
Y =0.744x% + 0.840% — 0.057% + 1.472% — 0.099x%
+02.357x— 18.235 (16)
For Sun Flower:
Y = 0.602% — 1.114x -1.450x% + 0.265% + 0.656%
+0.038%+ 86.789 17)
For Millennium:
Y =-0.466% — 0.965% -0.292% + 0.492% + 0.512x%

+0.927x+ 52.064 (18)
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At the combination of all the performance data thee three companies, the multi linear regression

model (Table 10) is given as;
Y =-0.424% — 0.556% -0.6799x% + 0.773% + 0.539%
+ 0.640% + 51.139 (29)

From the standardized coefficient column of thefficients tables (tables 13, 16, 19, 22, 25,
and 28) for the individual company and all compamembined (table 10), it is observed that the
predictor safety has the most positive contributiorthe manufacturing workers performance. This

means that all the company lays good emphasisfetysa achieving its production.

4.3 Co linearity Diagnostics

The combined data of table 34 shows that theghihtie a problem with multi-co
linearity. For most of the predictors, the valuéshe partial and part correlations dropped shafuyn
the zero order correlation (see table 31). Thismegéhat much of the variance in energy that is
exhibited by all workers in their performance isalexhibited by other predictors or independent

variables.

The tolerance is the percentage of the varianeegiven predictor that cannot be explained by
the other predictors. When the tolerances are ¢to8ethere is high multi co linearity and thenstard
error of the regression coefficient will be infldteA variance inflation factor (VIF) greater thans2
usually considered problematic and the smallethéntable is 9.124, hence the co linearity diagosst

confirms that there are serious problems with nudtlinearity.

Several Eigen values are close to 0 indicatingttf@predictors are highly inter correlated and

that small changes in the data values may leaar¢ie Ichanges in the estimates of the coefficients.

The condition indices were computed as the squaoes rof the ratio of the largest Eigen
values of the each successive Eigen value. A \giieater than 15 indicates a possible problem vdgth c
linearity, greater than 30, a serious problem. Fduhese indices are larger than 30, suggestiverya

serious problem with co linearity.

4.4 Solving the Problem of Co linearity

In order to fix the co linearity problem we rerthe regression analysis using z —scores of the
dependent variables and the stepwise method girtigtictor’s selection (Table 32). This is to inaud
only the most positive contributing variables t@ tthependent variable (performance) in the model.
After the elimination or exclusion process, thedictors; safety, technology, maintenance/repaind, a

motivation are the variables left over in descegdirder of significance.

The predictors, Power/Energy and Training arevdméables excluded from the model (Table

32). This is an excellent indication that all thamafacturing companies under study have serious
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problem with their energy, training and somewhativation programmes. Hence, the poor availability
of Energy, Training and sometimes motivation to theduction workers affect performance

negatively, thereby requiring improvement to makedpiction process highly efficient and profitable.

4.5 Coefficient of Determinations R and F- Distribution Statistics

The coefficient of determination “Rof the model summary as seen in table 16 is Q.996
which is approximately equal to one and indicatedrang relationship between the independent and

the dependent variables.

The-F- Statistical distribution can now be usedlébermine whether these results, or model,
with such a high Rvalue occurred by chance. The term alpha is usethé probability of erroneously
concluding that there is a relationship. Assumingkpha of 0.05, the F — distribution of 917.22®D&t
of -23- in both SPSS and Excel LINEST output asidadables 10 and 34 respectively could be used

to assess the likelihood of a higher “F” value adog by chance.

Referring to the “F” statistical distribution tablan appropriate — F- distribution has ahd
V, degrees of freedom while n=number of data pokitsm table 34, Y=n — df — 1 = 23 and M= df
=6.

Hence, from the statistical table, the criticalueabf “F” distribution at the above stated points
is 2.53, while the “F” returned by LINEST and SP&Same points as seen in Table 34, 35 and 10 is
917.229, which is far above 2.53 and these occuwitid a high coefficient of determination’R
0.996.and correlation coefficient (R) =0.998

To proof that this large value of “F” (917.229) didt occur by chance, Excel FDIST was
employed (FDIST(F, ¥, V,) to calculate the probability of a large F-valde@t7.229 not occurring by
chance, and it was found to be 1.76408 X°1This probability value is very small, showing tthiae
result did not occur by chance. With alpha = 0tfB, earlier stated null hypothesis Ho, that theltss
obtained occurred by chance is hence rejectedevihg alternative hypothesis;,Hhat the results

obtained did not occur by chance is accepted.

From above, the researcher conveniently conclutiat there are relationship between the
manufacturing workers performance and the six irddpnt variables in consideration since — F —
value of 917.229 exceeds critical level of 2.53] #re probability of it not occurring by chancerexy
negligible, 1.76408 X 1€ (i.e. 0.000).

4.6 The —t — Critical Values Statistical Distributon Test.

Again from the results obtained, another good hygtital test could be to determine whether
each slope coefficient (m) is useful in predictthg model generated. This could be achieved ubiag t

statistical “t” critical distribution test. Genehal t; = m/s; and from the statistical t- table, t — critical
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for one — tailed distribution with 23 degrees afefdom and alpha of 0.05 is given as 1.714 (in t-
distribution table).

If the absolute values of “t” returned in the lingagression model generated from the six
predictors against 30 workers performance by EKBSEST and SPSS software as seen in tables 29
and 10 are all greater than the —t - critical ttee same points from the statistical — t- disthiiu
tables. Which is (1.714), then it means that thanious slope coefficients (ncan conveniently be

used to predict the model generated.

These values of — t- shown in tables 10 and 2% lsav absolute value greater than 1.714,
therefore, all the variables used in the regressiodel are useful in predicting the performance of

manufacturing workers in industries.

5.0 Conclusion and Recommendation

5.1 Conclusion

The study has been able to identify the relatignldtween the production workers performance and
the six predictors and also predicted a regressiodel after careful study of activities, functioasid
program of three selected plastics industries. Mbdel if improved and applied will help to address
the problems arising from those factors effectsvonkers performance. It was discovered that the six
factors considered, actually affect the performaofcéhe manufacturing workers in those industries.
Also the slope coefficients in the models (equatidé to 19) are adequate enough to predict
manufacturing workers performance. These resultsitded did not occur by chance due to its
negligible probability of 1.76408% (0.000).

It is imperative to realize that performance gaatgl targets set in industries can only be
achieved when our industries handle the issuesookers performance as relate to constant power
supply, adequate training, high motivation, safgftyorkers, proper and urgent maintenance/repdirs o
machines as well as constant technology upgradimlly, the models were generated using multi
linear regression analyses in SPSS and EXCEL LINE&Tware, and made available for industrial
consumption.

In trying to solve the problem of collinearly theady draws the attention of our industrialist
on huge neglect to workers Training, motivation angdortance of constant power supply to efficiency

of production workers and hence achieving targgtraductivity.

5.2 Recommendations

The constraints and Problems identified in the wyreatly affected the performance of workers which
partly explain the reasons behind the not-so-goefiopmance recorded by the industries during the

period of the study.
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The following actions are therefore recomde for our industrialists and government.

(@) Management should, through the budgeting and skemament of responsibility, create an
environment which allows the workers to develop ased their full potential through constant
trainings and excellent motivation. Employers sHouitroduce incentive schemes that will
ensure manufacturing workers commitment towardsiegogfgy minimum cost and high
productivity to the organization.

(b) Improvement in infrastructures such as constapplyuof electricity or other alternative
sources of power supply to industries are quiteessary to workers effective performance.
Here comes the need for the assistance of our gmaatt. The on-going reforms in the power
sector should be effectively and efficiently implemed without further delay so as to address
epileptic power supply problem in industries.

(c) Finally, industries are advised to study and apipéyresult of the regression analyses carried
out in this work and improve on those factors wheeeessary and use it appropriately to
address most problems associated with the prediatoit relates to manufacturing workers

performance.

5.3 Contribution to Knowledge

i It serves as an indispensable guide to compabigt, public and private in handling these

predictors and manufacturing workers to achievénoph profitable productivity.

ii The work done here stands as a pace setting foolmore research work on other predictors

as they affect manufacturing workers and perforraanc
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APPENDIX

Table 1: Workers Average Daily % Performance (P) ad Computed Data from Factorial Test

Study Sheets (from Louis Carter Company)

Company | power | Training | Motivation | Technology | M/repairs | Safety | Performance
workers Xy X, X3 X4 Xs Xe p

Ls 13 14 13 13 10 14 54
L 11 13 13 16 15 16 60
Ls 14 15 15 12 10 12 48
L 16 17 18 10 8 9 42
Ls 18 17 20 8 6 6 34
Le 8 6 8 22 22 25 81
L 8 8 8 21 21 24 80
L 10 10 10 20 16 20 72
Lo 11 12 10 16 14 18 64
Lo 10 11 10 18 18 21 72

Table 2: Workers Average Daily % Performance (P)and Computed Data from Factorial Test
Study Sheets (from Sunflower Company)

Company | power | Training | Motivation Technology | M/repairs | Safety | Performance
workers X, X, X3 X4 Xs Xs p

St 10 10 9 18 18 20 73
S, 13 13 14 14 11 14 55
Ss 16 17 18 10 8 9 40
Sy 12 13 12 16 13 16 60
Ss 16 16 17 10 9 10 43
Se 12 12 11 17 14 18 64
Sr 9 8 8 21 20 24 79
Se 12 14 12 15 12 16 58
So 6 7 5 24 24 25 90
S1o 10 11 10 18 17 20 70
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Table 3: Workers Average Daily % Performance (P)and Computed Data from Factorial Test
Study Sheets (from Millennium Plastics)

Company | power | Training | Motivation Technology | M/repairs Safety | Performance
workers X, X, X5 X4 Xs Xs p
M. 20 19 20 8 6 6 32
M2 16 16 17 11 12 10 44
Ms 10 11 12 17 14 18 65
M. 14 16 15 12 9 12 47
Ms 11 12 14 15 13 16 61
Ms 13 14 14 14 10 14 53
My 9 10 8 20 19 21 76
Mg 9 10 9 21 18 22 75
Mg 12 6 6 22 22 25 84
Mio 10 9 11 20 20 23 77

Ten Manufacturing Workers Performance[Time Studies] Data Observed and

Recorded for Six Days (Louis Carter l;- L;g)Name of Section: Injection

SIN | Day Machine or company'’s fixed Actual quantity| Workers or| Average
maximum daily production produced each dayindividual percentage
capacity for 8hrs by the worker performance performance

each day (P) per week
(P1-Pe)
1 Workers L, on Machine One

Item Produced, — 5-Arms Fan Blade

1 196 pcs 116 R 0.592 3.256/6
2 N 114 R-0.582
3 N 140 R-0.714 0.543
4. v 78 P-0.399
5 N 140 R.0.714 54%
6 N 50 R -0.255

2. Workers L, on Machine Two

Item Produced, Front Fender — CG 125 Brand

70



European Journal of Business and Innovation Relsearc

Vol.1, No.1, March 2013, pp. 44-71

Published by European Centre for Research, TrammpgDevelopment, UK (www.ea-journals.org)

1. 211pcs 216 R 1.024 3.573/6
2. v 175 B -0.829

3. v 105 R -0.498

4. v 94 P,-0.445 0.596
5. v 84 R -0.398

6. v 80 R -0.379 60%
Workers L ; on Machine Three

Item Produced, Back Fender — CG 125 Brand

1. 480pcs 218 P, -0.454 2.887/6
2 v 261 R-0.544

3 v 218 R-0.454 0.481
4 v 305 R, .0.635

5 v 204 R-0.425 48%

6 v 180 R-0.375
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