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ABSTRACT: When dealing with time series data, some of these assumptions especially that of independence of regressors and error terms leading to multicollinearity and autocorrelation respectively, are not often satisfied in Economics, Social Sciences, Agricultural Economics and some other fields. This study therefore examined the effect of correlation between the error terms, multicollinearity and autocorrelation on some methods of parameter estimation in SUR model using Monte Carlo approach. A two equation model in which the first equation was having multicollinearity and autocorrelation problems while the second has no correlational problem was considered. The error terms of the two equations were also correlated. The levels of correlation between the error terms, multicollinearity and autocorrelation were specified between ±1 at interval of 0.2 except when the correlation tends to unity. A Monte Carlo experiment of 1000 trials was carried out at five levels of sample sizes 20, 30, 50, 100 and 250 at two runs. The performances of seven estimation methods; Ordinary Least Squares (OLS), Cochran – Orcut (COCR), Maximum Likelihood Estimator (MLE), Multivariate Regression, Full Information Maximum Likelihood (FIML), Seemingly Unrelated Regression (SUR) Model and Three Stage Least Squares (3SLS) were examined by subjecting the results obtained from each finite properties of the estimators into a multi factor analysis of variance model. The significant factors were further examined using their estimated marginal means and the Least Significant Difference (LSD) methodology to determine the best estimator. The results generally show that the estimators’ performances are equivalent asymptotically but at low sample sizes, the performances differ. Moreover, when there is presence of multicollinearity and autocorrelation in the seemingly unrelated regression model, the estimators of MLE, SUR, FIML and 3SLS are preferred but the most preferred among them is MLE.
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INTRODUCTION

The SUR estimation procedures which enable an efficient joint estimation of all the regression parameters was first reported by Zellner (1962) which involves the application of Aitken’s Generalised Least squares(AGLS), (Powell 1965) to the whole system of equations. Zellner (1962 & 1963), Zellner&Theil (1962) submitted that the joint estimation procedure of SUR is more efficient than the equation-by-equation estimation procedure of the Ordinary Least Square (OLS) and the gain in efficiency would be magnified if the contemporaneous correlation between each pair of the disturbances in the SUR system of equations is very high and explanatory variables (covariates) in different equations are uncorrelated. In other words, the efficiency in the SUR formulation increases the more the correlation between error vector differs from zero and the closer the explanatory variables for each response are to being uncorrelated.
After the much celebrated Zellner’s joint generalized least squares estimator, several other estimators for different SUR systems were developed by many scholars to address different situations being investigated. For instance, Jackson (2002) developed an estimator for SUR system that could be used to model election returns in a multiparty election. Sparks (2004) developed a SUR procedure that is applicable to environmental situations especially when missing and censored data are inevitable. In share equation systems with random coefficients, Mandy & Martins-Filho (1993) proposed a consistent and asymptotically efficient estimator for SUR systems that have additive heteroscedastic contemporaneous correlation. They followed Amemiya (1977) by using Generalized Least Squares (GLS) to estimate the parameters of the covariance matrix. Furthermore, Lang, Adebayo & Fahrmeir (2002), Adebayo (2003), and Lang et al (2003) in their works also extended the usual parametric SUR model to Semiparametric SUR (SSUR) and Geosuradditive SUR models within Bayesian context. Also O’Donnell et al (1999) and Wilde et al (1999) developed SUR estimators that are applicable in Agricultural Economics. More recently, Foschi (2004) provided some new numerical procedures that could successively and efficiently solve a large scale of SUR model. In all the estimation procedures developed for different SUR situations as reported above, Zellner’s basic recommendation for high contemporaneous correlation between the error vectors with uncorrelated explanatory variables within each response equations was also maintained. However, in most practical situations, the explanatory variables across the different equations in SUR systems are often correlated. Also, it may be necessary to jointly regress the demand for two or more complementary products like automobiles and gasoline on peoples’ income and expenditures on other products within the SUR framework. While the two demands (responses) would obviously correlate through their error, satisfying the first basic requirement of SUR estimation, people’s income and their expenditure on other products should not be expected to be uncorrelated thereby, violating the second important condition. Therefore, the existence of this kind of relationship needed to be recognized and accorded proper management within the SUR context such that the efficiency of SUR estimator would not be compromised. It is now obvious, due to several instances of SUR highlighted above, that the independent variables are often correlated (collinear).

**SINGLE REGRESSION EQUATION MODEL AND ITS ASSUMPTION**

**Classical linear regression Equation**

The Classical Linear Regression Model (CLRM) is specified as

\[
y_t = \beta_0 + \beta_1 x_{1t} + \beta_2 x_{2t} + \cdots + \beta_{(k-1)} x_{(k-1)t} + u_t
\]

(1.1)

Where \(y_t\) is the \(t\)th response variable, \(x_1, x_2, \cdots, x_{(k-1)}\) are the \((k-1)\) explanatory variables, \(u_t\) is the \(t\)th disturbance (error) term and \(\beta_0, \beta_1, \beta_3, \cdots, \beta_{(k-1)}\) are the unknown parameters to be estimated, for \(t = 1, 2, \cdots, n\).

In matrix form, the model can be written as

\[
Y = X \beta + U
\]

(1.2)

Where \(Y' = [y_1, y_2, \cdots, y_n]\), \(U' = [u_1, u_2, \cdots, u_n]\), \(\beta' = [\beta, \beta_2, \cdots, \beta_{(k-1)}]\) and
For the generalized regression model,

\[ Y = X\beta + \varepsilon \]

(1.3)

differs from the standard one considered before in three of the five underlying assumptions:

1. \( E(\varepsilon) = 0 \)
2. \( X \) is non-stochastic and is of full column rank i.e. the rank of \( X \) is \( (k - 1) < n \)
3. \( \text{Var}(\varepsilon) = \sigma^2 \Sigma \), where \( \Sigma \) is p.d. matrix
4. \( \varepsilon \sim \text{N}(0, \sigma^2 \Sigma) \)
5. \( \lim_{n \to \infty} \frac{1}{n} X' \Sigma^{-1} X = Q \), where \( Q \) is a finite and p.d. matrix

Assumptions 1 and 2 are the same as those of the standard linear regression model. Assumption 3 generalizes the variance-covariance matrix of the disturbance terms \( \text{Var}(\varepsilon) \) from the
spherical form $\sigma^2$ into the non–spherical form $\sigma^2\Sigma$ and is the key feature of the generalized linear regression model. By assuming a more general form of $\text{Var}(\varepsilon)$, we allow the variances of individual disturbance terms, i.e., the diagonal terms in $\text{Var}(\varepsilon)$, to differ (which results in a model that is referred to as heteroscedasticity) and covariance between any two disturbance terms, i.e., the off–diagonal terms in $\text{Var}(\varepsilon)$, to be non–zero (which gives a model that is called autocorrelation). Besides these two possible specifications of $\Sigma$, there are other econometric models where $\text{Var}(\varepsilon)$ is more complicated than the simple spherical form so that the results from the standard linear regression cannot apply. Assumption 5 is also new; it imposes certain restrictions on how the relationship between the data matrix $X$ and the variance–covariance matrix $\sigma^2\Sigma$ should evolve as the sample size increases.

**Estimation methods under multicollinearity in single equation**

One of the major assumptions of the explanatory variables in the classical linear regression model is that they are independent (orthogonal). Orthogonal variables may be set up in experimental designs, but such variables are not common in business and economic data. Thus when the explanatory variables are strongly interrelated we have the problem of multicollinearity. When multicollinearity is not exact (i.e. the linear relationship between two between two explanatory variables is not perfect) but strong, the regression analysis is not affected; however, its results become ambiguous. Consequently, interpreting a regression coefficient as measuring the change in the response variable when the corresponding independent variable is increased by one unit while other predictors are held constant is incorrect. This is because the OLS estimator of $\beta$

$$\hat{\beta}_{(OLS)} = (X'X)^{-1}X'Y \quad (2.1)$$

and

$$V(\hat{\beta}_{(OLS)}) = \sigma^2(X'X)^{-1} \quad (2.2)$$

are affected by the sample value of the explanatory variables. Precisely, in this case

$$|X'X| \to 0$$

When multicollinearity is exact (perfect), the assumption that $X$ has a full column rank break down and therefore$|X'X| = 0$. Consequently, the OLS estimate of (2.1) and (2.2) cannot be obtained. The concept of estimable function in which (2.1) and (2.2) now have an infinite solution of vectors is used.

**Estimation methods under autocorrelation in single equation**

If the error terms are correlated in a sequential order then we have autocorrelation. Autocorrelation of the error terms may occur for several reasons. Successive residual in economic time series tend to be positively correlated (Chattterjee et al 2000). In experiments, correlated observations may be due to the nature of the plots, the layout of plots, some cumulative effects through time, pest infections from the neighboring plots, or some local factors which blocking cannot remove (Berenlut and Web, 1974, Williams, 1952; Papadakis, 1937).
Autocorrelation can arise as a result of:

- Omitted explanatory variables
- Misspecification of the mathematical form of the model
- Interpolation in the statistical observations
- Misspecification of the true random error (Johnson, 1984)

The simplest form of the classical linear regression model with autocorrelation error terms assumed to follow the first order autoregressive (AR(1)) process is given as

\[ y_t = B_0 + B_1 x_{1t} + u_t \] (2.3)

Where

\[ u_t = \rho u_{t-1} + \varepsilon_t | \rho | < 1 \quad t = 1,2,\cdots, n \]

\[ \varepsilon_t = N(0, \sigma^2 I_n) \]

It can be shown that \( u_t = \left(0, \frac{\sigma^2}{1-\rho^2} \right) \) and that \( E(u_t u_{t-s}) = \rho^s \sigma^2_u \)

The consequence of applying OLS estimator to model (1.1) according to Johnson (1984), Fomby et al (1984) and many others include:

1. The ordinary least square estimator \( \hat{\beta}_{OLS} = (X'X)^{-1} X'Y \) remains unbiased and consistent.
2. The variance covariance of \( \hat{\beta} \) is biased. The true variances and standard errors are being underestimated and the t and F tests are no more reliable.
3. The variances of the error term may also be seriously underestimated (biased). Thus, \( R^2 \) also becomes unreliable.

**The monte - carlo approach**

Monte-Carlos is a mathematical technique based on experiment for evaluation and estimation of problems which are intractable by probabilistic or deterministic approach. By probabilistic Monte-Carlo experiment, random numbers are observed and chosen in such a way that they directly simulate the physical random process of the original problem. The desired solutions from the behavior of these random numbers are then inferred. The idea of Monte-Carlo approach to deterministic problems is to exploit the strength of theoretical Mathematics which cannot be solved by theoretical means but now being solved by a numerical approach.

The Monte-Carlo approach has been found useful to investigate the small (finite) sample properties of these estimators. The use of this approach is due to the fact that real life observation on economic variables are in most cases plagued by one or all of the problem of nonspherical disturbances and measurement and misspecification errors. By this approach, data sets and stochastic terms are generated which are free from all the problems listed above and therefore can be regarded as data obtained from controlled laboratory experiment.

In a Monte-Carlo experiment, the experimenter artificially sets up a system (model) and specifies the distribution of the independent variables alongside with the values of the model.
parameters. Values are then generated for the error term and the independent variables as specified for a specified sample size. Using the generated values and the parameter values, the value of the dependent variable is thus determined. Next is to treat the generated data as if they are real life data by estimating the parameters of the model via the estimation methods (estimators). This process of generating values for the disturbance term, independent variables and estimating the parameters of the model is then replicated a large number of times. The experimenter then builds up empirical distributions of the parameter estimates which are then used to evaluate the performance of the estimators in estimating the parameter values.

The Monte – Carlo studies can be designed generally by using the following summarized five steps as given below:

(a) The researcher specifies a model and assigns specific numeric values as in parameters. The assigned values are assumed to be the true values of the parameter

(b) The distribution of error terms is also specified by the researcher

(c) He uses the distribution of U’s with the random drawings from the distribution to obtain different values for the error terms.

(d) The experimenter now selects or generates values for the regressors (X’s) depending on the specifications of the model.

(e) The researcher obtains or generates values for the dependent variable using the true values of the regressors and the error terms.

Steps (a) to (e) are repeated several times, say R, to have R replications.

Thus, the experimenter obtains estimate of the model parameters for each replication treating the generated data as real life data.

The model formulation

The system of regression equation used in this research work is given as

\[ y_{1t} = \beta_{01} + \beta_{11}x_{1t} + \beta_{12}x_{2t} + u_{1t} \]  \hspace{1cm} (3.1)

where \( u_{1t} = \rho u_{1(t-1)} + e_{1t}, \quad e_{1t} \approx (0, \sigma^2) \).

\[ y_{2t} = \beta_{02} + \beta_{21}x_{1t} + \beta_{22}x_{3t} + u_{2t}, \quad u_{2t} \approx N(0, \sigma^2) \]  \hspace{1cm} (3.2)

**NOTE:**

1. Multicollinearity exists between \( X_1 \) and \( X_2 \) in equation (3.1)

2. Autocorrelation exists in equations (3.1)

3. There is correlation between \( U_1 \) and \( U_2 \) of the two equations

4. There is no correlation between \( X_1 \) and \( X_3 \) in equation (3.2), thus, equation (3.2)
appears as control equation.

**Specifications and choice of parameters for simulation study**

For the simulation study, the parameters of the model in equations 3.1 and 3.2 are fixed as $\beta_{01} = 0.4; \beta_{11} = 1.8; \beta_{02} = 2.5; \beta_{12} = 4.5; \beta_{22} = -1.2$. The Multicollinearity ($\delta$) levels are -0.99, -0.9, -0.8, -0.6, -0.4, -0.2, 0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.99. The Autocorrelation ($\rho$) levels are -0.99, -0.9, -0.8, -0.6, -0.4, -0.2, 0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.99 and that of Correlation between error terms ($\lambda_{ij}$) levels are -0.99, -0.9, -0.8, -0.6, -0.4, -0.2, 0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.99. The sample sizes (n) are 20, 30, 50, 100 and 250 were used in the simulation. At a particular choice of sample size, multicollinearity level, autocorrelation level and correlation between the error terms, a Monte-Carlo experiment is performed 1000 times at two runs which were averaged at analysis stage.

**The data generation for the simulation study**

The generation of the data used in this simulation study is in three stages which are:

(i) Generation of the independent variables

(ii) Generation of the error terms

(iii) Generation of dependent variables

**Estimation methods used for the simulation study**

The following estimation methods were considered for the simulation study in this research

1. Ordinary Least Squares (OLS)
2. Cochran – Orcut (CORC)
3. Maximum Likelihood Estimator (MLE)
4. Multivariate Regression Estimator (MRE)
5. Full Information Maximum Likelihood (FIML)
6. Seemingly Unrelated Regression Estimator (SUR)
7. Three Stage Least Squares (3SLS)

**Evaluation, comparism and preference of estimators**

Evaluation and comparison of the seven (7) estimators listed in section 3.5 were examined using the finite sampling properties of estimators which include Bias (BB), Absolute Bias (AB), Variance (VAR) and the Mean Square Error (MS) criteria.

Mathematically, for any estimator $\hat{\beta}_{ij}$ of Model (3.1) & (3.2)

$$\hat{\beta}_{ij} = \frac{1}{R} \sum_{r=1}^{R} \hat{\beta}_{ijr}$$
(ii)  \[ \text{Bias} \left( \hat{\beta}_{ij} \right) = \frac{1}{R} \sum_{l=1}^{R} \left( \hat{\beta}_{ijl} - \beta_{ij} \right) = \beta_{ij} - \beta_{ij} \]

(iii)  \[ AB \left( \hat{\beta}_{ij} \right) = \frac{1}{R} \sum_{l=1}^{R} \left| \hat{\beta}_{ijl} - \beta_{ij} \right| \]

(iv)  \[ \text{VAR} \left( \hat{\beta}_{ij} \right) = \frac{1}{R} \sum_{l=1}^{R} \left( \hat{\beta}_{ijl} - \hat{\beta}_{ij} \right)^2 \]

(v)  \[ \text{MSE} \left( \hat{\beta}_{ij} \right) = \frac{1}{R} \sum_{l=1}^{R} \left( \hat{\beta}_{ijl} - \beta_{ij} \right)^2, \text{ for } i = 0, 1, 2 ; j = 1,2 \text{ and } l = 1,2,\ldots,R. \]

Using a computer program which was written with TSP software package to estimate all the model parameters and the criteria, the performances of seven estimation methods; Ordinary Least Squares (OLS), Cochran – Orcut (CORC), Maximum Likelihood Estimator (MLE), Multivariate Regression Estimator (MRE), Full Information Maximum Likelihood (FIML), Seemingly Unrelated Regression (SUR) and Three Stage Least Squares (3SLS) were examined by subjecting the results obtained from each finite properties of the estimators into a multi factor analysis of variance model. Consequently, the highest order significant interaction effect which has “method” as a factor is further examined using Duncan Multiple Range Test and the Least Significance Difference (LSD) test. The estimated marginal mean of the factor was investigated out at a particular combination of levels of the correlations in which estimators were preferred. An estimator is most preferred at a particular combination of levels of the correlation if the marginal means is the smallest. All estimators whose estimated marginal means are not significantly different from the most preferred are also preferred.

RESULTS WHEN THERE IS MULTICOLLINEARITY & AUTOCORRELATION IN THE MODEL

The performances of the estimators under the influence of multicollinearity and autocorrelation at various sample sizes on the basis of finite sampling properties of estimators using the Analysis of Variance technique are presented and discussed.

Effect on \( \beta_0 \):

The effect of estimators, multicollinearity and autocorrelation on estimating \( \beta_0 \), based on the sampling properties of the estimators as revealed by Analysis of Variance technique are shown in Table 4.1.1
From Table 4.1.1, the following are observed:

- The effect of multicollinearity is occasionally significant under all criteria except bias criterion in both equation.

- The effect of autocorrelation is generally significant under all criteria in equations 1 and occasionally significant under some criteria in equation 2.
The effect of estimators is generally significant under all the criteria in equation 1 but occasionally significant in equation 2.

The interaction effect of estimators and multicollinearity are significant under variance and mean square criteria when the sample size is 20(low) in equation 1.

The interaction effect of estimators and autocorrelation are generally significant under all criteria in equation 1 alone.

The interaction effect of estimators, autocorrelation and multicollinearity are occasionally significant under absolute bias, variance and mean square error criteria when the sample size is low and when it is high in equation 1.

Consequently, it can be inferred that the performances of the estimators are affected by autocorrelation and multicollinearity under all criteria. The results of the LSD further test vice their estimated marginal means revealed that MLE, MR, FIML, SUR and 3SLS estimators are preferred to estimate \( \beta_0 \).

Effect on \( \beta_1 \):

The effect of estimators, multicollinearity and autocorrelation on estimating \( \beta_1 \) based on the sampling properties of the estimators as revealed by Analysis of Variance technique are shown in Table 4.2.1

**TABLE 4.2.1:** ANOVA Table showing the effect of estimators, multicollinearity and autocorrelation on \( \beta_1 \) in the model

<table>
<thead>
<tr>
<th>n</th>
<th>Factor</th>
<th>df</th>
<th>Equation 1</th>
<th>Value of F – Statistic</th>
<th>Equation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>( E )</td>
<td>6,1183</td>
<td>BB</td>
<td>70.297***</td>
<td>11.817***</td>
</tr>
<tr>
<td></td>
<td>( \delta )</td>
<td>12,1183</td>
<td>A B</td>
<td>4.709***</td>
<td>101.610***</td>
</tr>
<tr>
<td></td>
<td>( \rho )</td>
<td>72,1183</td>
<td>VAR</td>
<td>4.778</td>
<td>9.752***</td>
</tr>
<tr>
<td></td>
<td>( E^* )</td>
<td>6,1183</td>
<td>MS</td>
<td>3.453***</td>
<td>6.967***</td>
</tr>
<tr>
<td></td>
<td>( \delta )</td>
<td>144,1183</td>
<td>BB</td>
<td>.481</td>
<td>.745</td>
</tr>
<tr>
<td></td>
<td>( \rho )</td>
<td>864,1183</td>
<td>A B</td>
<td>.0154</td>
<td>.0162</td>
</tr>
<tr>
<td>30</td>
<td>( E )</td>
<td>6,1183</td>
<td>BB</td>
<td>2.243**</td>
<td>44.674***</td>
</tr>
<tr>
<td></td>
<td>( \delta )</td>
<td>12,1183</td>
<td>A B</td>
<td>18.109***</td>
<td>388.248***</td>
</tr>
<tr>
<td></td>
<td>( \rho )</td>
<td>72,1183</td>
<td>VAR</td>
<td>4.145***</td>
<td>124.878***</td>
</tr>
<tr>
<td></td>
<td>( E^* )</td>
<td>6,1183</td>
<td>MS</td>
<td>1.858***</td>
<td>9.639***</td>
</tr>
<tr>
<td></td>
<td>( \delta )</td>
<td>12,1183</td>
<td>BB</td>
<td>.313</td>
<td>17.963***</td>
</tr>
<tr>
<td></td>
<td>( \rho )</td>
<td>72,1183</td>
<td>A B</td>
<td>.953</td>
<td>.813</td>
</tr>
<tr>
<td></td>
<td>( E^* )</td>
<td>6,1183</td>
<td>VAR</td>
<td>.634</td>
<td>62.115***</td>
</tr>
<tr>
<td></td>
<td>( \delta )</td>
<td>12,1183</td>
<td>MS</td>
<td>.606</td>
<td>.697</td>
</tr>
<tr>
<td></td>
<td>( \rho )</td>
<td>184,1183</td>
<td>BB</td>
<td>.949</td>
<td>64.125***</td>
</tr>
<tr>
<td></td>
<td>( E^* )</td>
<td>6,1183</td>
<td>A B</td>
<td>.949</td>
<td>4.738***</td>
</tr>
<tr>
<td></td>
<td>( \delta )</td>
<td>12,1183</td>
<td>VAR</td>
<td>.868</td>
<td>7.835***</td>
</tr>
<tr>
<td></td>
<td>( \rho )</td>
<td>72,1183</td>
<td>MS</td>
<td>1.167</td>
<td>7.402***</td>
</tr>
<tr>
<td></td>
<td>( E^* )</td>
<td>6,1183</td>
<td>BB</td>
<td>.901</td>
<td>.606</td>
</tr>
</tbody>
</table>
** Result is significant at $\alpha = 0.05$ and *** Result is significant at $\alpha = 0.01$

From Table 4.2.1, the following are observed:

- The effect of multicollinearity is generally significant under all criteria in equation 1 and occasionally significant under all criteria equation 2.
- The effect of autocorrelation is generally significant under all criteria in equations 1 and occasionally significant under variance criterion in equation 2.
- The effect of estimators is generally significant under all the criteria in equation 1 but occasionally significant in equation 2. The results of the further test as shown in Table 4.2.2a revealed that CORC and MLE are the most preferred estimators.
- The interaction effect of estimators and multicollinearity are significant under all criteria in equation 1 only.
- The interaction effect of estimators and autocorrelation are generally significant under all criteria except under bias in equation 1.
- The interaction effect of multicollinearity and autocorrelation are generally significant under all criteria in equation 1.
- The interaction effect of estimators, multicollinearity and autocorrelation is only significant under absolute bias criterion when the sample size is 100 in equation 1.

Consequently, it can be inferred that the performances of the estimators are affected by autocorrelation and multicollinearity under all criteria. The results of the LSD further test visa-vise their estimated marginal means revealed that CORC and MLE estimators are preferred to estimate $\beta_1$.

**TABLE4.2.1a:** Results of further test on $\beta_1$ to identify Means that are not significantly different

<table>
<thead>
<tr>
<th>n</th>
<th>Criterion</th>
<th>Equa</th>
<th>Means of the Estimators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OLS</td>
</tr>
</tbody>
</table>
TABLE 4.3: ANOVA Table showing the effect of estimators, multicollinearity and autocorrelation on estimating $\beta_2$ in the model

<table>
<thead>
<tr>
<th>n</th>
<th>Factor</th>
<th>df</th>
<th>Value of $F$ – Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Equation 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BB</td>
</tr>
<tr>
<td>20</td>
<td>$\Delta$</td>
<td>6,118</td>
<td>72.772***</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
<td>12,118</td>
<td>247.67***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^*$</td>
<td>12,118</td>
<td>58.587***</td>
</tr>
<tr>
<td></td>
<td>$\rho^*$</td>
<td>72,118</td>
<td>6.117***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^* \rho$</td>
<td>144,118</td>
<td>8.163***</td>
</tr>
<tr>
<td></td>
<td>$\rho^* \Delta$</td>
<td>864,118</td>
<td>4.169***</td>
</tr>
<tr>
<td>30</td>
<td>$\Delta$</td>
<td>6,118</td>
<td>13.515***</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
<td>12,118</td>
<td>4.177***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^*$</td>
<td>12,118</td>
<td>108.38***</td>
</tr>
<tr>
<td></td>
<td>$\rho^*$</td>
<td>72,118</td>
<td>9.16</td>
</tr>
<tr>
<td></td>
<td>$\Delta^* \rho$</td>
<td>72,118</td>
<td>6.416***</td>
</tr>
<tr>
<td></td>
<td>$\rho^* \Delta$</td>
<td>144,118</td>
<td>9.435***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^* \rho^*$</td>
<td>864,118</td>
<td>9.44</td>
</tr>
<tr>
<td>50</td>
<td>$\Delta$</td>
<td>6,118</td>
<td>5.05</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
<td>12,118</td>
<td>5.263***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^*$</td>
<td>72,118</td>
<td>9.399</td>
</tr>
<tr>
<td></td>
<td>$\rho^*$</td>
<td>72,118</td>
<td>8.439***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^* \rho$</td>
<td>144,118</td>
<td>2.620***</td>
</tr>
<tr>
<td></td>
<td>$\rho^* \Delta$</td>
<td>864,118</td>
<td>.290</td>
</tr>
<tr>
<td>100</td>
<td>$\Delta$</td>
<td>6,118</td>
<td>7.569***</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
<td>12,118</td>
<td>17.264***</td>
</tr>
<tr>
<td></td>
<td>$\Delta^*$</td>
<td>12,118</td>
<td>32.122***</td>
</tr>
<tr>
<td></td>
<td>$\rho^*$</td>
<td>72,118</td>
<td>2.365***</td>
</tr>
</tbody>
</table>

NOTE: Means with the same alphabets (superscript) are not significantly different.

**Effect on $\beta_2$:**

The effect of estimators, multicollinearity and autocorrelation on estimating $\beta_2$ based on the sampling properties of the estimators as revealed by Analysis of Variance technique are shown in Table 4.3.1.
and

** Result is significant at \( \alpha = 0.05 \) and

*** Result is significant at \( \alpha = 0.01 \)

From Table 4.3.1, the following are observed:

- The effect of multicollinearity is generally significant under all criteria in equation 1 and occasionally significant under all criteria in equation 2.
- The effect of autocorrelation is generally significant under all criteria in equations 1 and occasionally significant under variance criterion in equation 2.
- The effect of estimators is generally significant under all the criteria in equations 1 and 2.
- The interaction effect of estimators and autocorrelation are generally significant under all criteria except under bias in equation 1 only.
- The interaction effect of estimators and multicollinearity are significant under all criteria in equation 1 and occasionally significant under variance criterion in equation 2.
- The interaction effect of multicollinearity and autocorrelation are generally significant under all criteria except under bias in equation 1.
- The interaction effect of estimators, multicollinearity and autocorrelation is only significant under absolute bias criterion when the sample size is 100 in equation 1.

Consequently, it can be inferred that the performances of the estimators are affected by autocorrelation under all criteria. The results of the LSD further test visa- vice their estimated marginal means revealed that CORC and MLE estimators are preferred to estimate \( \beta_2 \).

**TABLE4.3.1a:** Results of further test on \( \beta_2 \) to identify Means that are not significantly different

<table>
<thead>
<tr>
<th>n</th>
<th>Criterion</th>
<th>Equation</th>
<th>OLS</th>
<th>CORC</th>
<th>MLE</th>
<th>MR</th>
<th>FIML</th>
<th>SUR</th>
<th>3SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>BB</td>
<td>2</td>
<td>.1183&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1603&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1461&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.1176&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1176&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.1159&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1159&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>AB</td>
<td>2</td>
<td>.1183&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1603&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1461&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.1266&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.1266&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.1197&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1197&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>VAR</td>
<td>2</td>
<td>8.86205</td>
<td>1.15E-7&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-</td>
<td>5.226E-7&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.3863E-3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7.3918E-3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.1621E-3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.1621E-3&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>MS</td>
<td>2</td>
<td>8.86205</td>
<td>1.15E-7&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-</td>
<td>5.226E-7&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.3863E-3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7.3918E-3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.1621E-3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.1621E-3&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>AB</td>
<td>2</td>
<td>.0151&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.0257&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.0219&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.02207&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.02207&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.02207&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.0185&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.0185&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
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However, observing the two equations together, we can conclude that MLE is the most preferred in estimating all the parameters of the two equations among all the estimation methods used.

**RECOMMENDATION**

The research work has revealed that MLE method of estimation is the most preferred estimator in estimating all the parameters of the model based on the four criteria used namely; Bias, Absolute Bias, Variance and Mean Square Error under the five level of sample sizes considered. It can therefore be recommended that when the validity of other correlation assumptions cannot be authenticated in seemingly unrelated regression model, the most preferred estimator to use is MLE. Meanwhile, for any SUR model without any form of correlation, SUR estimation method is most preferred.

**SUGGESTION FOR FURTHER STUDY**

This study considered two- equation model with two depended variables in each equation, a future research may consider situation in which more than two equations and as many depended variables as possible. One may still consider a Bayesian estimation approach as one of the estimation methods in order to test its own potential.
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